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ABSTRACT Over the past decade, a large number of software defect prediction approaches have been
proposed to identify the defect-prone modules by mining software repositories. Recently, a novel scenario
called Cross–Version Defect Prediction (CVDP) begins to draw increasing research interests, as it is more
reasonable and applicable in practice to adopt the labeled defect data of previous versions to predict defects in
the current version of the same project. As a software project often has multiple previous versions, CVDP on
this kind of projects will face the following two critical but seldom reported issues, namely, data distribution
difference and class overlapping. In this paper, we address these two issues by solving a version selection
problem via a Cross–version model with Data Selection (CDS). The proposed CDS is a novel framework
which treats the defect prediction of existing and newfiles in different ways. For the existing files, we propose
a novel Clustering–basedMulti–Version Classifier (CMVC), which can automatically select the training data
from themost relevant and noise-free versions by assigning them higher weights than the others.We proposed
a Weighted Sampling Model (WSM) for the new files which have never appeared in previous version by
incorporating the outputs of CMVC. We evaluate the proposed CDS model on 28 versions across 8 software
projects, and the experimental results demonstrate that CDS outperforms three baseline methods and a state-
of-the-art approach in terms of three prevalent performance indicators.

INDEX TERMS Software defect prediction, data selection, cross–version defect prediction.

I. INTRODUCTION
Defects in a software system may cause improper behaviors
and even lead to great financial loss and critical safety
accidents. Traditionally, techniques such as testing and code
reviews are adopted to identify and correct defects in software
systems. However, it can be excessively time-consuming and
infeasible to test all of the components in the increasingly
large–scale and complex software system in modern days.
Considering the limited resource available, defect prediction,
which aims to automatically identify the most defect-prone
modules, has attracted profound attentions in the area of
software engineering.

Defect prediction is often formulated as a supervised
binary classification problem. The prediction models are
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approving it for publication was Jenny Mahoney.

trained with labeled defect data extracted from software
repositories. Based on the source of training and testing
datasets, defect prediction models proposed in previous
work [1]–[7] can be categorized into two main categories:
Within–Project Defect Prediction (WPDP) andCross–Project
Defect Prediction (CPDP). In WPDP models, both the
training and test sets are collected from the same software
project. While for CPDP models, training data from several
different software projects are utilized for defect prediction
task in a particular project.

Compared with WPDP, CPDP approaches can overcome
the problem of data insufficiency but often yields rela-
tively worse prediction performance due to the difference
between the data distributions of the source and the
target projects. On the other hand, most WPDP models
proposed in existing literature are evaluated based on
cross-validation [2], [3], [8]–[10]. In experiments of these
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studies, labeled data from a specific version of a software
project are randomly divided into training and test sets, and
thus this kind of models are referred to as Inner–Version
Defect Prediction (IVDP). In practice, however, a particular
software is usually developed in successive versions, and
it is impractical to use the data from the current or future
versions to predict the defects in the upcoming version.
To this end, recent studies [11]–[15] proposed to train
the classification model by utilizing the labeled modules
of previous versions of a project, and then predict defect
modules in its subsequent version, i.e., Cross–Version Defect
Prediction (CVDP).

Though several methods have been proposed for CVDP,
most of them consider only one prior version for model
training. However, it’s common for a software project to have
multiple previous versions and CVDP on this kind of projects
faces the following two critical but seldom reported issues,
namely, data distribution difference and class overlapping,
which will be discussed in the next section. To address
the two issues, in this paper, we propose a Cross-version
defect prediction model with Data Selection (CDS), which
treats the defect prediction of existing and new files in
distinct ways. Experiments on 28 versions across 8 software
projects demonstrate the superiority of CDS compared over
baseline methods. The main contributions of the paper can be
summarized as follows:

1) We put forward and validate two critical but seldom
mentioned issues in CVDP, i.e., the variation of data
distribution difference and the class overlapping prob-
lem caused by same–name files’ repeated appearances
in more than one versions. We conducted extensive
statistical studies to demonstrate the existence of these
two issues and whether they affect the prediction
performance of CVDP models.

2) We proposed a novel cross–version defect prediction
model called CDS to solve the above-mentioned issues
by using two different prediction strategies for existing
and new files. In particular, the CDS predicts the
labels of existing files by minimizing the proposed
objective function, while the defect labels of new files
are predicted in an weighted sampling based manner.

3) We evaluated the proposed CDS on 28 versions across
8 software projects with three prevalent performance
indicators, namely, F-measure, g-mean and Balance.
Experimental results demonstrate that CDS achieves
significant performance improvement compared with
three traditional baseline methods and a state-of-the-art
CVDP method.

II. BACKGROUND AND MOTIVATION
Defect prediction in software engineering is often formulated
as a supervised binary classification problem. Based on
the source of training and test data, defect prediction
techniques can be classified into two main categories:
within-project defect prediction (WPDP) and cross-project
defect prediction (CPDP).

A. CROSS–PROJECT DEFECT PREDICTION
The scenario of CPDP has been proposed to address
the problem of data insufficiency, which WPDP often
suffers from, by utilizing training data from other projects.
Various CPDP approaches have been proposed in previous
work. Zimmermann et al. investigated the feasibility of
cross-project defect prediction in [5]. Nam et al. [1] adopted
the transfer learning approach to make data distribution of
project similar. Later in [16], Peters et al. considered the
privacy problem in CPDP. Zhang et al. [6] proposed an
unsupervised model to handle the homogeneity between
software projects.While in [17],Wu et al. applying an unified
semi-supervised approach to deal with the insufficiency of
historical data for both cross project and within project
scenarios.

Compared with WPDP, the performance of CPDP is worse
due to the difference between the data distributions of the
source and the target projects. Although several approaches
based on transfer learning [1], [18] have been adopted to
tackle this problem, the prediction accuracy of the CPDP
models is still relatively low because of some other factors,
such as dissimilar project contexts, different development
settings and heterogeneous set of metrics, etc. [19].

B. INNER–VERSION DEFECT PREDICTION
In previous studies, the issue of WPDP has been extensively
investigated. Early studies extract software metrics from the
perspective of complexity [20], [21], Object-Oriented [22],
software dependency network [2], software process [23] and
so on [8], [24]–[26]. In recent years, variousmachine learning
techniques have been employed to enhance the prediction
performance. In [3], Xiao et al. proposed a dictionary-based
predictionmethod. Lu et al. combined semi-supervised learn-
ing with dimension reduction to achieve better prediction
performance [27]. Yang el al. applying a ranking model
to optimize the efficiency [28]. Besides, some methods are
designed to address problems such as data noise [29] and
class imbalance [4], [30]–[32].

Under the WPDP scenario, most prediction models are
designed and tested based on the method of cross-validation,
which divides the data collected from one particular version
of a software project randomly into training and test sets,
i.e., Inner–Version Defect Prediction (IVDP). In IVDP, data
in the training and test sets have identical or similar data
distributions and share the same bug pattern. In this way,
IVDP can usually achieve decent prediction results.

However, the disadvantage of IVDP being often ignored
is its inapplicability for industry use. The rationale behind
the IVDP models is the assumption that the training and
test sets are randomly selected from all collected data
and should share the identical data distribution. Yet many
practical cases deviate from this assumption, in that the
defect prediction models can only be trained using the labeled
data collected from previous versions, and then applied to
predict defect-prone modules in the current or upcoming
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versions. However, datasets collected from different versions
do not necessarily share the same data distribution, which is
contradictory to the assumption of cross-validation.

C. CROSS–VERSION DEFECT PREDICTION
As discussed above, IVDP may not be applicable for
practice use due to its dependency on cross-validation.
On the other hand, despite various approaches to assimilate
different distributions, the CPDP still cannot ensure solid
performance. Therefore, in this paper, we pay special
attention to the scenario of Cross–Version Defect Prediction
(CVDP), in which only the data from previous versions
within a particular software project are used for training
and the trained model is tested on the current version of
this software project. In the CVDP scenario, factors like
project context, development settings, software architectures
are often similar or identical in different versions of the
same project, resulting in greater similarities among the data
distributions and bug patterns of different versions, compared
with those of different projects.

Shukla et al. formulated the CVDP problem as a
multi-objective optimization problem and proposed a
multi-object logistic regression model [13]. In [12],
the method of kernel PCA was adopted to improve the
prediction performance of CVDP. Yang et al. applied
ridge regression model to deal with the multicollinearity
problems [14]. Lu et al. noticed that the data distribution can
differ from version to version, and integrated the method of
active learning and dimensionality reduction to address this
issue [11]. However, they did not investigated whether the
distribution difference can significantly impact the prediction
performance.

However, although a software project commonly has
multiple previous versions, existing CVDP models usually
use the collected data from only one prior version for model
training and do not consider the issues of data distribution
difference variance and class overlapping in the CVDP
scenario with multiple previous versions:

1) DATA DISTRIBUTION DIFFERENCE
A software project usually has multiple versions, and the
correlation and similarity between the data from each prior
version and the current one can vary to a large extent. Besides,
existing research has demonstrated that the defects collected
by mining software repositories usually contain a certain
amount of noise due to mislabeling [29], [33], and multiple
previous versions may suffer from different extents of data
noise. Most machine learning classifiers are designed under
the assumption that the training and test data share the same
data distribution, and the distribution difference between the
training and test data can significantly affect the classification
performance. Previous studies on CVDP usually train the
prediction models using the data from one particular version
(commonly the latest one) or the merged data of all prior
versions. However, to improve the prediction performance

of CVDP, it is more reasonable to choose the prior version
whose data distribution is most similar to the current version.

2) CLASS OVERLAPPING
In software development, software projects update in a
dynamic process and the prior version evolves into the
subsequent versions by adding, deleting or modifying some
source code files. Two versions of the same software project
usually contain a large number of files with the same names.
In current defect prediction approaches, several features of
software modules are extracted from a variety of aspects such
as complexity, object-orientation, dependency relationships,
etc.. In most cases, there exists little difference between the
files with the same name and thus the extracted features
are mostly identical [34]. However, such files may be
labeled oppositely in different versions for the following
two reasons: (1) Although the corresponding changes for
files with the same name may be tiny, they can induce or
remove software defects. (2) Mislabeling may exist during
the collection of defect information because mistakes are
ubiquitous in human activities. Therefore, datasets collected
from different versions of the same software project may
contain instances with similar features but opposite labels,
which can further cause the issue of class overlapping for
the classification problem and result in degradation of the
predictive performance.

Motivated by these two critical but rarely discussed issues
for CVDP, we propose a novel cross-version defect prediction
model with data selection to address the following three
research questions:

RQ1 For the same software project, is there a significant
difference between the data distributions of various
versions? And does this difference affect the perfor-
mance of defect prediction models?

RQ2 Are there a large number of same–name files which
are similar in terms of the extracted features but
labeled oppositely?

RQ3 If the above two problems exist, how can one
propose an effective method to improve the overall
prediction performance of CVDP?

III. PRELIMINARY STUDIES
To answer RQ1 and RQ2, we conducted empirical studies on
the MORPH dataset [35] collected by Jurecko and Madeyski,
which has been widely used in previous defect prediction
studies [4], [7], [12], [36], [37]. TheMORPH dataset contains
28 versions of 8 software systems, each instance in the dataset
represents a source code file and consist of 20 object-oriented
features and the defect label. The features are extracted from
source code by using the CKJM tools [38]. The detailed
description of these features can be found in [35] and a brief
explanation of them is listed below.

• WMC: weighted methods per class
• DIT: depth of Inheritance Tree
• NOC: number of children
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• CBO: coupling between object classes
• RFC: response for a class
• LCOM: lack of cohesion in methods
• LCOM3: lack of cohesion in methods, different from
LCOM

• NPM: number of public methods
• DAM: data access metric
• MOA: weighted methods per class
• MFA: measure of functional abstraction
• CAM: cohesion among methods of class
• IC: inheritance coupling
• CBM: coupling between methods
• AMC: average method complexity
• AC: afferent couplings
• EC: efferent couplings
• Max(CC): max value of McCabe’s cyclomatic
complexity

• Avg(CC): average value of McCabe’s cyclomatic
complexity

• LOC: lines of code

A. STUDY ON RQ1
The empirical study on RQ1 consists of two parts. Firstly,
we investigate the data distribution difference between
different versions of the same software project by analyzing
the statistical properties. Secondly, we compare prediction
performance of classificationmodels built on data of different
versions to validate the data distribution difference can
significantly affect the prediction performance.

In most software projects, a large number of source code
files in a later version are inherited from previous versions
with tiny changes, which may make the features of different
versions very similar. However, the defect labels of a source
code file can vary from version to version. Therefore, on the
task of investigating the data distribution difference, we focus
on comparing the ratio of defective source code files of
different software versions.

In Table 1, the total number of files and the ratio of
defective source code files in each version are compared.
We can observe that different versions of the same project are
obviously different in terms of both scale and defect ratio.
For example, in the first project ‘camel’, only 3.8% files
are defective in version 1.0, while the defect ratio increases
dramatically to 35.5% in version 1.2 and then decreases to
16.6% in the next version. Thus, we can conclude that the
obvious difference of data distributions between versions of
the same software project does exist.

F − measure =
2 ∗ Precision ∗ Recall
Precision+ Recall

, (1)

g− mean =

√
(

TP
TP+ FN

) ∗ (
TN

TN + FP
), (2)

Balance = 1−

√
(0− pf )2 + (1− Recall)2

2
. (3)

TABLE 1. File numbers and defect ratios of the MORPH dataset.

TABLE 2. Basic metrics for defect prediction.

Next, we conduct defect prediction experiments on these
software projects using three popular classification algo-
rithms, i.e., Random Forest [39], Logistic Regression [40]
and Naive Bayes [41].

The prediction performance is measured with three
indicators, namely, F-measure, g-mean and Balance, which
have been widely adopted in existing studies on defect
prediction [12], [42], [43]. These three indicators are defined
in (1), (2) and (3) according to the basic metrics given in
TABLE 2, respectively.

In the experiments, the classificationmodels are built using
the Weka tool [44] with default parameters. As shown in
TABLE 3, the performance of a particular defect prediction
model can vary a lot due to the difference of training data
from various versions. Again, taking the ‘camel’ project as
an example, all the three classification algorithms perform
poorly when the models are trained on version 1.0 which
contain only 3.8% defective files. However, when using
version 1.2 as the training set, the prediction performance
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TABLE 3. Prediction performance of three benchmark classification models on each cross–version pair.

improves significantly for all three algorithms under all
indicators. Therefore, data distribution difference does affect
the performance of defect prediction models on a large
scale.

To select the training data under the scenario of CVDP,
some previous studies prefer the latest version, or simply
merge data from all prior versions as the training set.
According to TABLES 1 and 3, using the latest version or the
merged data as training data cannot ensure the best prediction
performance. Therefore, a more reasonable and dedicated
method is required to select the training data in CVDP.

Based on the experimental results discussed above,
we conclude the answer to RQ1 as follows. There does
exist a significant difference between the data distributions
of various versions for the same software project, and such
a difference has a considerable influence on the prediction
performance of CVDP models. Therefore, choosing training
data with less noise and similar data distribution to the test set
is of great importance for building CVDP models.

B. STUDY ON RQ2
In CVDP, changes of a source code file between two different
versions may induce or fix defects, but it can hardly be
reflected in the extracted features. Therefore, for different
versions, there may exist some instances with similar features
but opposite defect labels.

In TABLE 4, we count and record the number of files
with the same file names between every pair of versions
in the column ‘Same File’, and then calculate and record

the number and percentage of oppositely labeled files in the
column ‘Conflict Label’.

Results listed in TABLE 4 indicate that almost every ver-
sion pair contains a large number of same–name files, and a
considerable percentage of these files are labeled oppositely.
Moreover, to investigate whether the cross–version changes
of these files can be reflected in the features, we calculate the
average similarity of the corresponding instances using the
cosine similarity [45]. Surprisingly, we find that the average
cosine similarities of these same–namefiles all equal 1, which
indicates that the cross-version changes of a file can hardly be
reflected by the features.

Thus for RQ2, we can conclude that there are a great
number of same–name source code files from different
versions of a software project. Cross-version changes of
these files can hardly be detected by currently used features.
However, these files may be labeled differently due to the
defect inducing and fixing nature of these changes. Therefore,
CVDP dataset does contain a large number of instances that
have similar features but opposite labels. Such a phenomenon
can lead to the issue of class overlapping, which will largely
degrade the performance of defect prediction models.

IV. METHOD
With the first two research questions answered, it is critical
to propose a CVDP approach to solve the two issues listed in
Section II-C, namely, data distribution difference and class
overlapping. In this work, we address these two issues by
solving a version selection problem because the first issue
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TABLE 4. Class overlapping of each cross–version pair.

ask for selecting the prior version with the minimum data
distribution difference as the training set, while the second
one can be solved by deciding which version to trust when
facing the problem that the same-name files from different
versions are labeled contradictorily.

Here we address the version selection problem by giving
each version a proper weight in the learning process.
We propose a Cross–version defect prediction model with
Data Selection (CDS) to address the version selection
problem by learning a proper weight for each version and
predict the labels of the current version in the same learning
process.

A. METHOD OVERVIEW
Suppose we have m labeled datasets of previous versions
X1,X2, . . . ,Xm and the current version dataset X . The
i-th version contains ni instances X i = {x i1, x

i
2, . . . , x

i
ni}

labeled with f i = (f i1, f
i
2, . . . , f

i
ni ) where f

i
j takes 1 if the

corresponding file is defective, and −1 if it is non-defective.
The target of CVDP is to predict the labels of the current
version f = (f1, f2, . . . , fn).
Fig. 1 provides an overview of the proposed CDS which

consists of threemain parts: Data Processor, Clustering-based
Multi–Version Classifier (CMVC) and Weighted Sampling

Model (WSM). The Data Processor splits X into existing files
X exist and new files Xnew, with X exist referring to the files
that have appeared in any previous version and Xnew denoting
the files that have never appeared in any previous version.
Further, to facilitate later calculation, Data Processor extends
the label vectors, f 1, f 2, . . . , f m, to the same size by adding
zeros, and calculates the indicator matrix I i for each previous
version, which is a diagonal matrix with I ikk = 1 if the file
with index k appears in both the i-th and the current versions,
and I ikk = 0 otherwise.
When predicting the labels, X exist and Xnew are treated

differently. The reason why we design this novel strategy is
that most machine learning or statistical algorithms are based
on a fundamental assumption that the instances of a dataset
should be independently sampled from the same distribution.
This assumption may hold true for the new files. Yet for the
instances from X exist , as discussed in Section II, they are
usually dependent on the same–name files in the training
dataset.

Here, CMVC is the core module of CDS, and is designed
to solve the version weighting problem and to predict the
labels of X exist by solving an optimization problem (the
rationale and a detailed description of CMVC will be given
in Section IV-B). Further, with the version weight problem
solved, WSM is designed to predict the labels of Xnew using a
classic classification model trained on the data sampled from
previous versions according to the outcome version weights
of CMVC.

B. CLUSTERING–BASED MULTI–VERSION CLASSIFIER
In this work, we propose a novel Clustering–based Multi–
Version Classifier (CMVC) to assign each prior version a
proper weight and obtain the predicted labels of the existing
files by minimizing an objective function.

The intuitive ideas of our designed objective function can
be summarized as follow:

I1 Files with similar features should be labeled similarly,
which is a basic assumption of machine learning methods.

I2 Files in the current version may inherit defect patterns
from previous versions. When predicting the labels of
files in the current version, labels of the same-name
files in the previous versions should be considered. More
specifically, the label of a file in the current version is
more likely to be similar to its labels in the previous
versions with higher weights ( higher data relevance and
less noise).

I3 Previous versions with higher data relevance should
be given higher weights. As discussed in II-C, the data
distribution of different versions can vary a lot, giving
higher weights to more relevant versions can improve the
prediction performance.

I4 Previous versions with less data noise should be given
higher weights. As discussed in II-C, defect prediction
datasets may contain mislabeling noises. Therefore,
we should assign larger weights to the versions with less
noises.
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FIGURE 1. Overview of proposed CDS model.

1) OBJECTIVE FUNCTION
Based on the intuitive ideas above, we design the objective
function of CMVC as fellows:

Firstly, to implement the first idea I1, we propose to use
a clustering method to identify the instances with similar
features and then assign these instances with identical or
similar labels. Among various clustering techniques, here we
employ spectral clustering [46] because it does not require
an explicit model of data distribution and its effectiveness
for handling data with a complex and unknown space shape.
Spectral clustering is based on the graph Laplacian matrix
of the data, which is defined as L = D − A, where A is the
adjacency matrix of the similarity graph with Aij representing
the similarity between two instances, and D is a diagonal
matrix with Dii =

∑n
j=1 Aij (n is the number of instances).

As an unsupervised learning algorithm, spectral clustering
aims to minimize the following objective function:

min Jf = f TLf =
1
2

n∑
i,j=1

Aij(fi − fj)2 (4)

where f is the label vector of the instances. Apparently,
to minimize this objective function, similar instances should
be given the same or similar labels.

Secondly, we consider the implementation of I2.
To facilitate understanding, we first assume that the weight of
each versionwi has been determined, which will be discussed
later. The second idea can be implemented as:

min Jf =
m∑
i=1

wi
1
ci

∥∥∥I i(f − f i)∥∥∥2
2

(5)

where f i and wi are the label vector and weight of the i-th
version, respectively, ci refers to the number of same-name
files between current versions and the i-th version, and Ii
refers to the indicator matrix of the i-th version.

In (5),
∥∥I i(f − f i)∥∥22 represents the label vector difference

between the current version and the i-th previous version.
We use 1

ci
to eliminate the influence of the number of

same-name files on the results, and Ii to exclude the files that
do not exist in both versions. By minimizing this function,
the label of a file in the current version will be more similar
to its labels in previous versions with higher weights.

After implementing these two ideas about label prediction,
we next consider the implements of the third idea I3 and
the fourth idea I4 about version weights. Again, to facilitate
understanding, we can also assume that the labels of the
current version are fixedwhen discussing the versionweights.

We also use the label vector difference to measure
the data relevance and implement I3. As investigated in
Section III-B, the same-name files from different versions
usually have similar features, while their labels can distinct
a lot. Thus, the label difference of these files can be used to
reflect the data relevance from different versions. Therefore,
the third idea is implemented as:

min Jw =
m∑
i=1

wi
1
ci

∥∥∥I i(f − f i)∥∥∥2
2
+ λ ‖w‖22

s.t. wT 1 = 1, wi ≥ 0 (6)

where, w = (w1,w2, . . . ,wm) is the version weights vector
and λ is a non-negative parameter. This formula looks similar
to (5), but the variable of it is changed to w. The first
term in (6) represents the label vector difference between
the current version and the i-th previous version, which
can reflect the data relevance. The second term is used for
the regularization of version weights. By minimizing this
function, previous versions that are less different from the
current version in terms of label vectors are considered to
have higher data relevance and will be given higher weights.

Finally, we consider data noise in each previous
version to decide the version weights, which refers to
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the fourth idea I4. Since the labels of previous versions
are known, we can measure the degree of data noise in
each previous version based on the principle of (4). The
prior version with a larger f iTL if i is more likely to have
the instances with similar features but distinctive labels,
indicating that this version may contain more noise and
should be given a lower weight. Thus, considering the factor
of noise, we can estimate the weights of previous versions by
minimizing the following function:

min Jw =
m∑
i=1

wi
1

n2i
f i
T
L if i + λ ‖w‖22

s.t. wT 1 = 1, wi ≥ 0 (7)

where ni, f i and L i denote the number of instances, the label
vector and graph Laplacian matrix of the i-th version,
respectively. w is the vector of weights for each previous
version. 1/n2i is multiplied to avoid the effect of instances
size and the second term is used for regularization of version
weights. Clearly, by minimizing (7), the versions with less
noise (a lower value of 1

n2i
f iTLif i value) will be given a higher

weight.
Taking all the aforementioned ideas into consideration,

the complete objective function is designed as:

min Jw,f = f TLf + λ1
m∑
i=1

wi
1

n2i
f i
T
L if i

+ λ2

m∑
i=1

wi
1
ci

∥∥∥I i(f − f i)∥∥∥2
2
+ λ3 ‖w‖22

s.t. wT 1 = 1,wi ≥ 0 (8)

where λ1, λ2, λ3 are non-negative parameters to control each
term.

The first term of this objective function is based on the
spectral clustering of the current version. By minimizing this
term, similar instances in the current version will be classified
with the same label. f iTL if i in the second term estimates the
degree of noise in the i-th version, and the versions with less
noise will be assigned with larger weights in the learning
process. The third term considers the relevance between
previous versions and the current version, the irrelevant data
can be removed by lowering the weights of corresponding
versions. Besides, it makes the label vector of the current
version similar to version with higher data relevance. Finally,
the fourth term is a regularization of version weights.

For better understanding of (8), we can analyze the two
variable, the label vector of current version f and the
version weightsw, individually. Fixing f , versions with lower
λ1
n2i
f iTL if i + λ2

ci

∥∥I i(f − f i)∥∥22 values will be given higher

weights, in which the first term estimates the data noise and
the second term measure the data relevance. While if we
fix w, the label vectors of the current version is determined
by minimizing f TLf + λ2

ci

∥∥I i(f − f i)∥∥22, in which the first
term ensure files with similar features have similar labels,
and the second term makes the label of a file in the current

version similar to its labels in the previous versions with
higher weights.

Overall, by minimizing (8), data with high relevance
and low noise are chosen from all previous versions by
assigning higher weights to the corresponding versions, and
the labels of the current version are predicted by considering
feature similarity and defect patterns inherited from previous
versions with large weights. In this way, the two issues
discussed in Section III can be addressed during the learning
process.

2) PROBLEM SOLVING
The optimization of the objective function can be
decomposed into two sub-problems, a version-weighting
sub-problem for version weight vector w and a label
prediction sub-problem for instance label vector f . That is to
say, we can minimize the objective function by alternatively
fixing one of the vectors, and solving the other.

Fixing w, J (f ) is a non-negative convex function and can
be solved as:

f = (L + λ2
m∑
i=0

1
ci
wiI i)−1λ2

m∑
i=0

1
ci
wiI if i (9)

In case L + λ2
∑m

i=0
1
ci
wiI i is not an invertible matrix,

we calculate the pseudo-inverse of matrix, instead denoted as
(L+λ2

∑m
i=0

1
ci
wiI i)†, which can be obtained using the Least

Square Method [47].
On the other hand, by fixing f , the version-weighting

sub-problem is equivalently reduced to the following opti-
mization problem:

min vTw+ λ3 ‖w‖22
s.t. wT 1 = 1,wi ≥ 0 (10)

where v = (v1, v2, . . . , vm), with vi being given by
λ1

1
n2i
f iTL if i+λ2 1

ci

∥∥I i(f − f i)∥∥22. This problem can be solved

using the method proposed in [48] as follows:

wi =


θ − vi
2λ3

i ≤ K

0 i > K ,
(11)

where

θ =
2λ3 +

∑K
i=1 vi

K
, (12)

and

K = argmax
i
(θ − vi > 0). (13)

Due to the limited space, the detailed proof procedure is
not given here. Interested readers can refer to [48] for more
details about the derivation.

The algorithm of minimizing the objective function
of CMVC is summarized in Algorithm 1. As the two
sub-problems have closed-form solutions, and the objective
function decreases in each iteration. Therefore, it is guaran-
teed to converge to an optimal solution.
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Algorithm 1 Algorithm for the Problem of Minimizing the
Objective Function

Input: m previous versions data X1,X2, . . . ,Xm and exist-
ing files data in the current version X exist , the extended label
vector of previous versions f 1, f 2, . . . , f m, and parameters
λ1, λ2, λ3.
Output: the binary label prediction vector f ′ and

version-weight vector w
1: Initialize w and f
2: Building Laplacian matrix L1,L2, . . . ,Lm and L
3: repeat
4: Optimize f according to (9)
5: Optimize w according to (11)
6: until convergence
7: Convert f to the binary label vector f ′

C. WEIGHTED SAMPLING MODEL
To predict the labels of the files that have never appeared in
previous versions, namely Xnew, we propose the Weighted
Sampling Model (WSM) to build the training set and then
train the classification model via classic algorithms.

Since CMVC already addressed the two critical issues
by giving each version a proper weight, we can directly
utilize the outcome weight vector w to build the training set.
WSM samples data from each previous version according
to the version’s corresponding weight. Since versions with
a higher data relevance and less noise are assigned with
higher weights, a larger amount of instances will be sampled
from these versions. In such a manner, we can build a more
reasonable training set than simply using the data of all
previous versions or choosing only one version.

Specifically, we set the size of training set as the total
number of instances in all previous versions, which is
N =

∑m
i=1 ni. For the i-th version, N · wi instances will

be randomly sampled with replacement. In this way, when
building the training set, WSM relies more on previous
versions with higher weights, which are more relevant to the
current version and contain less noise according to CMVC.

After that, the prediction model will be trained on the
sampled dataset with a prevalent classification algorithm,
such as Random Forest, Logistic Regression, Naive Bayes,
etc.. In this work, we choose Random Forest to train the
classification model.

V. EXPERIMENT
In this section, we present the experimental setup and
results. The experiments aim to investigate the following two
questions:
Q1 How does the proposed method perform compared with

other CVDP approaches?
Q2 Whether both CMVC and WSM achieve performance

improvement by considering version weights?
To answer these two questions, the experiments are

designed and conducted as follow.

A. EXPERIMENTAL DESIGN
1) BENCHMARK DATASET
In this work, we conducted experiments on 28 versions across
8 software projects from MORPH dataset [35]. We choose
this dataset for two main reasons: firstly, it has been widely
used in previous studies [4], [7], [12], [36], [37]. Secondly,
it is the only dataset we found that contains multiple previous
versions for each software project.

As mentioned in Section III-A, referring to TABLE 1, both
the scale and distribution of data differ drastically between
different versions of the same software project. Moreover,
results in TABLE 4 indicates that the subsequent versions of a
software project contain a large number of files inherited from
previous versions, and these files across versions can be very
similar in feature but are assigned different labels between
versions. Detailed discussions can be found in Section III-B.

2) PERFORMANCE INDICATOR
The performance of our proposed method is evaluated with
three indicators, namely F-measure, g-mean and Balance,
which are used in our preliminary studies and also widely
adopted in many previous defect prediction studies [12],
[42], [43]. Due to the limitation of space, only these three
indicators are reported in this manuscript, and results in terms
of precision and recall, along with source codes are provided
in additional materials [49].

To verify whether the prediction performances of two
models have a significant difference, we use two statistical
methods, i.e., the Wilcoxon signed-rank test [50] and Cliff’s
delta [51]. The Wilcoxon signed-rank test is a typical
non-parametric test which can be used to check whether
the performance difference between two compared methods
is statistically significant. In addition, in this work, we use
Cliff’s delta as the effect size to quantify the difference. In this
work, if the p value of theWilcoxon test is lower than 0.05 and
the d value of the Cliff’s Delta is higher than 0.146, we reject
the null hypothesis that the performance of two compared
method have no significant difference with a confidence level
of 95% [52].

3) METHODS FOR COMPARISONS
For the purpose of comparisons, we consider three baseline
methods and a state-of-the-art CVDP approach. For the
baseline methods, we adopt three classic and commonly
adopted classification algorithms, namely Random Forest,
Logistic Regression and Naive Bayes, which are widely
used [11], [29], [43], [53]–[55] and compared [1], [3], [6],
[27], [56] in the area of defect prediction.

For the state-of-the-art approach, Xu et al. proposed a
two-phase CVDP framework by combining Hybrid Active
Learning and Kernel PCA (HALKP) [12]. HALKP selects
the most informative and representative files from current
versions to query their labels, and then merges them into
the training dataset to enhance the prediction performance.
Experimental results in [12] demonstrated that HALKP
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TABLE 5. The detailed results of CDS and the baseline methods.

FIGURE 2. Box plots of baseline methods, HALKP and CDS on three indicators.

outperforms other CVDP approaches, and therefore we
compare our proposed method with HALKP to evaluate its
effectiveness.

In the experiments, both the proposed method and the
compared methods are trained on the merged data of all
previous versions to predict the defects in the last version. All
the compared methods do not take the two critical issues we
pointed out in II-C into consideration. Thus, by comparison
with these methods, we can find out whether the proposed
model can effectively overcome these issues.

B. EXPERIMENTAL RESULTS
1) ANSWERING Q1
We compare CDS with three baseline methods and one
state-of-the-art CVDP approach on 8 software projects. The
detailed experimental results are presented in TABLE 5,
in which RF, LR and NB refer to the classification algorithm
Random Forest, Logistic Regression and Naive Bayes,
respectively, and AVER denotes the average value of each
column. For each software project, the training set is the data
in all previous versions, and the current version is taken as
the test set. The entries highlighted in bold face represents
the method that outperforms others.

As we can see from TABLE 5, CDS achieves the best
performance both on average and almost on every single
software project in terms of all the three indicators. The box
plots given in FIGURE. 2 demonstrate the superiority of CDS
more clearly.

Compared with the baseline methods, CDS obtains signif-
icant performance improvement which can be reflected by
the fact that all the p values are below 0.05 and all the d
values aremuch higher than 0.146.More specifically, in terms
of F-measure, the improvement of CDS is between 36.9%
and 58.3% over the baseline methods; in terms of g-mean,
CDS is superior to baseline methods on all evaluated software
projects with the average improvement varying from 21.3%
to 43.2%; in terms of Balance, CDS also outperforms the
baseline methods by 22.6% to 38.6% on average.

On the other hand, compared with the state-of-the-art
method HALKP, CDS also achieves better performance
in most cases. Although the p value is below 0.05 only
on F-measure, the d values are all above the threshold.
In particular, the average improvements are 15.1%, 13.0%
and 15.0% in terms of F-measure, g-mean and Balance,
respectively. Besides, as discussed before, HALKP requires
defective information about the current version while our
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TABLE 6. Prediction performance of existing files.

method does not. Therefore, we also find the performance
improvement of CDS over HALKP satisfactory.

Therefore, we can conclude that the proposed CDS
method can achieve better prediction results than the
compared methods in the cross-version defect prediction
scenario, meanwhile indicating that the CDS can effectively
address the issues mentioned in Section II-C.

2) ANSWERING Q2
To further investigate the effects of the two core modules
of our model, namely CMVC and WSM, we compare the
performance of CMVC and WSM with baseline methods
on the prediction task of the existing files and new files
respectively. For fairness consideration, HALKP is not
compared here. Specifically, HALKP is based on the method
of active learning, which needs to query labels of instances
in the test set. When the size of test set is small, this
property of active learning may cause a certain degree of
unfair comparison. Therefore, the prediction performances
of CMVC and WSM are only compared with three classic
baseline methods.

TABLE 6 compares the performance of CMVC and
baseline methods on existing files, while the comparison of
WSM and baseline methods on new files are presented in
TABLES 7, 9 and 8. Since WSM can build the classifier
on the sampled data using different classification algorithms,
we compare them with the original algorithms individually.
In TABLE 7, 9 and 8, W-RF, W-LR, and W-NB denotes the
WSM classifier built with Random Forest, Naive Bayes, and
Logistic Regression, respectively.

From the results in TABLE 6, we can see that CMVC
outperforms the baseline methods on existing files in terms
of all three indicators, and the p values and d values indicate
that the performance improvement is significant. Moreover,
it should be noted that CMVC achieves better performance
than the overall performance of CDS (Refer to results
in TABLE 5). As the existing files take up the majority

TABLE 7. Prediction performance of new files–RF.

TABLE 8. Prediction performance of new files–LR.

proportion of the whole software file, the overall performance
improvement should be attributed mainly to CMVC.

For the new files, all the three tables show that WSM
can obtain better prediction performance. The average
performance of all the three indicators is higher than the
original classification algorithms, and the p values and d
values are all satisfactory only except the comparison with
RF in terms of F-measure. It indicates that the adoption
of a weighted sampling strategy using the weight vector
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TABLE 9. Prediction performance of new files–NB.

learned by CMVC can build a better training set for classical
classification algorithms. Thus, we can conclude that both
CMVC and WSM achieve performance improvement over
the baseline methods.

In summary, the experimental results give positive answers
to both questions listed at the beginning of this section.
CDS outperforms all three baseline methods and the state-of-
the-art approach in terms of all three indicators, signifying
the fact that it has indeed solved the two critical issues
discussed in Section II-C. Therefore we conclude that CDS
can be superior and more applicable for cross-version defect
prediction.

VI. CONCLUSION
In this paper, we discussed the advantages of cross-version
defect prediction (CVDP) for practical use compared with
within-project defect prediction and cross-project defect
prediction. Then we pointed out two critical issues that may
pose significantly threat to the performance of CVDPmodels
but are seldom mentioned in previous studies, and conducted
preliminary studies to verify the existence of these two issues
and the way they affect the CVDP performance. To solve
these issues and improve the prediction performance of
CVDP, we proposed a novel cross-version defect prediction
model with data seletion (CDS), where the defect labels
of existing and new files are predicted in distinct ways.
In particular, we designed a novel clustering–based multi–
version classifier (CMVC) to predict the defect labels of
the existing files by automatically selecting the training data
from the most relevant and noisy-free versions, and employ
a Weighted Sampling Model (WSD) for defect prediction of
new files. We evaluated the new framework on 28 versions
across 8 projects acquired from a public defect dataset.
The experimental results demonstrated that CDS outperforms
three classic classification algorithms and a state-of-the-art
CVDP method.

Future extensions of our work include the application
of CDS on software projects with more previous versions,
improving its performance on class-imbalance data and
exploring how to extend CDS to CPDP scenarios to solve

the problem of insufficient data for newly-started software
projects.
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