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Abstract

Vehicle sensing system is an important research topic in the research field of Internet-of-Vehicles (IoV). Reliability and
real-time performance of vehicle sensing systems are greatly influenced when deadlock happens. When a deadlock is
detected, identifying the optimal deadlock solving strategy can ensure that the system goes back to normal state
quickly. In order to address this issue, this paper proposes an efficient deadlock solving method. Firstly, the deadlock
problem in a vehicle sensing system is analyzed based on four deadlock occurring conditions (i.e., mutual exclusion,
hold and wait, no preemption, and circular wait). Secondly, an optimization model is built to combine the quantity
and cost of tasks in vehicle sensing systems. After that, a co-evolutionary genetic algorithm (CGA) is developed to
search the optimal deadlock solving strategy. Finally, experiments by simulation are conducted and the experimental
results show the efficiency of the proposed deadlock solving method for vehicle sensing systems.

Keywords: Vehicle sensing system; Deadlock solving; Co-evolutionary genetic algorithm

1 Introduction
With the development of intelligent transport systems
(ITSs), Internet-of-Vehicles (IoV) techniques are booming
rapidly in recent years. IoV enables information sharing
and gathering on vehicles, roads, and their surrounds.
Building highly efficient and intelligent vehicles is very
important for automobile industry [1,2]. Vehicle sensing
systems, which are important research topics in IoV, have
attracted high attentions of many research institutions
worldwide [3,4]. Vehicles are equipped with hundreds
of intelligent sensing devices, such as GPS-based sen-
sors, video cameras, and other physical and chemical
sensors, which are distributed over their chassis, pow-
ertrain, body, wheel areas, and so on [5]. Some sensors
are independent, while others communicate with each
other through wired or wireless networks, such as con-
troller area network (CAN), Bluetooth, ZigBee, LowPan,
etc. These sensing devices form a complex heteroge-
neous network inside the vehicle. They are capable of
collecting, processing, storing, and transferring infor-
mation from one node to another, and they perform
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a lot of tasks, including monitoring temperature, pres-
sure, humidity, vehicular motion state, noise levels, and
so on. Generally, new and pertinent information will be
obtained by collecting and processing the raw sensor data.
For example, three parameters including motion attitude,
dynamic load, and braking performance can be obtained
by utilizing data from acceleration sensors, temperature
sensors, pressure sensors, and GPS-based sensors, which
are embedded in the vehicle wheel, body, and suspen-
sion mechanism [6,7]. In these cases, the collecting and
processing tasks which request resources (e.g. commu-
nication resource, storage resource, etc.) must wait until
they acquire all the requested resources. If the requested
resources are held by other tasks, deadlocks may hap-
pen in the system, which will greatly influence the sys-
tem reliability and real-time performance. Therefore, the
deadlock problems must be taken into consideration in
the design and development phases of vehicle sensing
systems.
In vehicle sensing systems, because of the variety of

tasks and resources, the deadlock is hard to be predicted.
The efficiency of existing deadlock solving methods
needs to be improved. Different from traditional soft-
ware systems, vehicle sensing systems are safety critical,
where deadlock problems may lead to serious and fatal
consequences. Moreover, vehicle sensing systems have a
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number of sensors, which are shared among different
tasks, making deadlock problems more notable. Existing
work [8] has mentioned the idea of enhancing the quality
of hardware to improve the safety and reliability of vehi-
cles. However, this hardware-based approach is expensive
and not practical. Therefore, in order to find better ways
to make sure that the system is more stable and reliable,
more practical solutions are urgently needed for vehicle
sensing systems.
In order to address this critical challenge, this paper pro-

poses an efficient deadlock solving method, which aims at
improving the efficiency of deadlock solving mechanisms
in vehicle sensing systems. In summary, the major contri-
butions of this paper include: 1) we analyze the deadlock
problem in vehicle sensing systems based on the dead-
lock occurring conditions; and 2) we build a deadlock
solving optimization model and propose a deadlock solv-
ing method based on co-evolutionary genetic algorithm
for vehicle sensing systems, which can quickly solve the
deadlock problem and ensure the minimum cost.
The rest of this paper is organized as follows: Section 2

summarizes related work on vehicle sensing systems and
deadlock solving method. Section 3 explains the deadlock
analysis model in the vehicle sensing systems. Section 4
first describes the deadlock solving optimization prob-
lem and then proposes an optimization method based on
co-evolutionary genetic algorithm to search the optimal
deadlock solving strategy. Afterwards, Section 5 demon-
strates the experimental results. Finally, Section 6 con-
cludes the paper and discusses the future work.

2 Related work
2.1 Vehicle sensing systems
Vehicle sensing systems have been one of the most active
research areas in the automotive field over the past and
current decades [5]. In terms of safety, pollutants, green-
house gases emissions, comfort and energy consumption,
etc., research in vehicle sensing systems is conducted from
various aspects, aiming to improve the system reliabil-
ity. Yimetal [8] proposed a Smart Car Sensor Network
(SCSN) to improve the communication reliability for sen-
sor networks. Taghvaeeyan et al. [9] proposed position
estimation algorithms based on the use of anisotropic
magnetoresistive sensors for imminent crash detection in
cars. In the work of [10], Taghvaeeyan further proposed a
two-dimensional sensor system for automotive crash pre-
diction. Georgakosetal [11] also discussed the reliability
challenges for electric vehicles from devices to architec-
ture and systems software. Xiuying et al. [12] focused on
a velocity monitoring system based on the multi-sensor
data fusion method, which was applied in car navigation
and positioning systems. With the development of vehi-
cle sensing technology, reliability of the vehicle sensing
system is becoming more and more important.

2.2 Deadlock solving method
Deadlock is one of the most important problems in both
centralized and distributed systems. A deadlock is a sit-
uation in which two or more competing actions are
waiting for each other to finish, and thus neither ever does
[13,14].
Deadlock problem solving strategies can be classified

into active strategies and passive strategies. Active strate-
gies solve a deadlock before it occurs by online or offline
methods. Active strategies include deadlock prevention
strategy and deadlock avoiding strategy. The main pur-
pose of deadlock prevention strategy is to ensure that
the system always stays away from a deadlock state. It
uses offline calculation mechanism to control the request
and allocation of resource through imposing restrictions
to the system. Various deadlock prevention strategies are
proposed in recent years. Yi-Sheng et al. [15] proposed
a deadlock prevention algorithm for sequence resource
allocation systems, employing Petri nets to build and
describe the systems of simple sequential the processes
with resources (S3PGR) model. On the other hand, for the
deadlock avoiding strategy, system state is monitored con-
tinuously in the process of system operation. The system
scheduling policy will judge whether a process will lead to
a deadlock or not and then decides the next system opera-
tion process. Ballaletal [16] proposed the MAXWIP (Max
a work in progress) algorithm for deadlock avoidance
in mobile wireless sensor network monitoring systems,
which was described as Free ChoiceMulti-Reentrant Flow
Line (FMRF) systems.The advantage of this method is
that system operating efficiency can be kept in the great-
est degree. But it must obtain all the system reachable
states first, which is not realistic in medium- or large-scale
systems.
Passive strategies solve the deadlock problem when a

deadlock occurs, including deadlock detection strategy
and deadlock relieving strategy. The efficiency of passive
strategies depends on the speed of deadlock detection
and deadlock relieving. After a deadlock is detected, the
system can be unlocked by automatic or manual meth-
ods. While this approach tends to achieve high real-
time performance and resource utilization, it requires
full understanding of the deadlock. Abd El-Gwad et al.
[17] proposed a deadlock detection protocol based on
threads, which schedules the threads in order to detect
which thread would initiate the deadlock. Aydin Aybar
et al. [18] presented an approach to design a supervi-
sory controller for a timed Petri nets (TPNs) to avoid
deadlock by using the method of stretching. The pre-
sented approach determines the least restrictive controller
which guarantees deadlock avoidance, whenever such a
controller exists. Steghofer et al. [19] described a dis-
tributed deadlock avoidance algorithm for self-organizing
resource flow systems. The algorithm leverages implicit
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local knowledge about the system structure and uses a
simple coordination mechanism to detect loops in the
resource flow. But this algorithm must use specific sys-
tem architecture knowledge and its generality is not
strong. Xing et al. [20] proposed a deadlock-free genetic
scheduling algorithm to optimize the performance of
automated manufacturing systems based on deadlock
control policy, which embedded the optimal deadlock
avoidance policy into the genetic algorithm and used
the one-step look-ahead method in the optimal deadlock
control policy.
In the above research investigations, researchers focus

on vehicle sensing systems or deadlock solving meth-
ods respectively. There is limited study on the dead-
lock problems in vehicle sensing systems. In order
to improve the system reliability, we propose a dead-
lock solving method for vehicle sensing systems in this
paper.

3 Vehicle sensing system deadlock analysis
Figure 1 shows the schematic of the vehicle sensing sys-
tem. There are many sensing resources (e.g. vibration sen-
sors, gyroscopic sensors, ultrasonic sensors, etc.) located
in different parts of the vehicle for different functions.
We assume that the vehicle sensing system tasks

include information collection, transmission, computa-
tion, converging, and control, etc. The system resources
include sensing devices, communication resources, stor-
age devices, information transmission equipments, com-
puting devices, actuators, and so on. Figure 2 shows the
system task flow and related resources.
In Figure 2, the system task set and resources set are

expressed as T = {T1,T2, . . . ,Tn} and R = {R1,R2, . . . ,
Rm}, respectively. Let R1,R2, . . . and Rm represent dif-
ferent kinds of resources. Each kind of resources may

contain more than one device. The resource allocation
relationship can be expressed as a graph G:

G =< V ,E > (1)

In Equation 1, V includes T and R and set E is consti-
tuted by all the ordered pair (Ti,Rj) and (Rj,Ti).
More specifically, V = {T1,T2, . . . ,Tn,R1,R2, . . . ,Rm},

E = {(
Ti,Rj

)
,
(
Ri,Tj

) |Ti ∈ T ,Rj ∈ R
}
. If

{(
Ti,Rj

)} ∈ E, it
expresses that there is a directed edge from Ti to Rj, which
means task Ti requests resource Rj. If

{(
Rj,Ti

)} ∈ E, then
the directed edge is from Rj to Ri, which means Rj is held
by Ti.
Previous research indicates that four conditions may

lead to a deadlock, which are mutual exclusion, hold and
wait, no preemption, and circular wait [13,21]. In vehicle
sensing systems, corresponding deadlock conditions are
described as follows.
Mutual exclusion is expressed as

(∃ (
Rj,Ti

) ∈ E
) ∧(

�
(
Rj,Tl

) ∈ E
)
, l �= i, which means that system resource

Rj can only be held by a task (e.g., sensor information col-
lection task, etc.) or keep idle; other tasks cannot hold this
resource at the same time.
Hold and wait can be expressed as

((
Rj,Ti

) ∈ E
) ∧

((Ti,Rl) ∈ E) ∧ ((Rl,Tl) ∈ E) , l �= i,which means Ti has
held at least one resource Rj and requested a new resource
Rl, but Rl has been held by Tl. The request will be blocked
because the resource Rl has not been released.
No preemption is expressed as (t < ti) ∧ (∃(Rj,Tl) ∈ E).

ti is the time of Ti holds Rj. It means sensing resources Rj
cannot be held or deprived by other tasks before task Ti
releases it.
Circular wait can be expressed as ∃{T = {T1,T2, . . . ,

Tn},R = {R1,R2, . . . ,Rm}}, ∃((R1,T1) ∈ E)) ∧ ((R2,T2) ∈
E) ∧ . . . ((Rn,Rn) ∈ E) and ∃((T1,R2) ∈ E)) ∧ ((T2,R3) ∈

Figure 1 The schematic of vehicle sensing system.
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Figure 2 System tasks flow and related resources.

E) ∧ . . . ((Tn,R1) ∈ E). It means that T1 is waiting for R2
which is held by T2, T2 is waiting for R3 which is held by
T3, . . . , and Tn is waiting for R1 which is held by T1. Thus,
it results in a circular chain.

4 Deadlock solving optimizationmethod based
on co-evolutionary genetic algorithm

When a deadlock is detected, a deadlock solving mech-
anism is needed to ensure that the system goes back to
normal. Generally, the method of solving deadlock is to
abort one or more tasks and consequently release the
held resources, which can break the state of circular wait.
This section first describes the deadlock solving optimiza-
tion problem and then proposes an optimization method
based on co-evolutionary genetic algorithm.

4.1 Deadlock solving optimization problem of vehicle
sensing systems

Figure 3 shows n tasks and m resources falling into dead-
lock in a vehicle sensing system. The tasks and resources
are in the state of circular wait. In the figure, the black
arrows mean resources are held by tasks while white
arrows mean tasks request resources. We assume that the
quantity of held or requested resource Rj is Nj, which

includes held resources (HRs), requested resources (RRs),
and the resources being held and requested at the same
time (HR&RR). The quantity of the ith HR, RR, and
HR&RR are denoted as NHRi, NRRi, and Nsi, respectively.
If HR&RR exists, then

NHR + NRR > Nj (2)

In order to break the deadlock, it is necessary to release
HR&RR held by some tasks. When deadlock happens and
the location is unknown, Nj resources are involved, where
some of them need to be reallocated. It is complex to
decide which resources should be released from the tasks.
So, the deadlock solving strategy is not unique.
In Figure 4, R1 and R2 are different resources. R1 and

R2 both have four sensing devices. The quantity of sens-
ing devices in R1 held by T1, T2 is 1, 1, respectively. The
quantity of sensing devices in R1 requested by T3 is 2.
While the quantity of R2 held by T3 is 2, the quantity
requested by T1 and T2 is 1 and 1, respectively. Because
the sensing devices in R1 and R2 are both being held and
requested, T1, T2, and T3 may fall into the state of circular
wait.
Since there are three tasks, there can be seven possible

deadlock solving strategies, which are shown in Table 1.

Figure 3 n tasks andm resources fall into deadlock.
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Figure 4 Three tasks and two resources fall into deadlock.

Obviously, the deadlock solving strategy is not unique,
and the optimal strategy is the one that aborts the least
number of tasks. However, other factors (e.g., cost, oper-
ating state, urgency degree, priority, etc.) may be different
with each task. For example, if the costs of aborting T1,
T2, and T3 are 2, 3, and 4, respectively, then the cost
of aborting T1 and T2 is 5, but the cost of aborting
T3 is 4, so the latter is a better strategy. In this paper,
we try to identify the optimal deadline solving strat-
egy considering both quantity of aborted tasks and their
cost.
Due to the complexity and variability of relationship

between tasks and resources in the vehicle sensing sys-
tem, the resources are held or requested by multitasking,
which may lead to deadlocks. To solve the deadlocks
and at the same time to minimize the quantity of
aborted tasks and the cost, the objective function of the
deadlock solving optimization model can be described
as:

min
n∑

i=1
costi × Si

s.t.
∑

NTi←Rj +
∑

NTi→Rj � Nj

(3)

Table 1 Seven strategies for deadlock solving

Strategies Can solve the deadlock or not?

Abort T1 No

Abort T2 No

Abort T3 Yes

Abort T1 and T2 Yes

Abort T2 and T3 Yes

Abort T1 and T3 Yes

Abort T1, T2, and T3 Yes

In Equation 3: NTi←Rj denotes the number of resource
Rj held by task Ti, NTi→Rj denotes the number of resource
Rj requested by task Ti,Nj is the number of the same kinds
of factors in Rj, costi is the cost of aborting the task Ti,
Si is the state of Ti, Si ∈ {0, 1}. We assume 0 stands for
aborting a task while 1 stands for not aborting a task. For
this model, there are 2n − 1 kinds of possible strategies
which need to be checked. Some strategies can solve the
deadlock problem while others cannot. Since the optimal
solution search space is very large, it is time consuming to
obtain the optimal solution using an exhaustive method.
To address this problem, we propose a deadlock solv-
ing method based on a genetic algorithm to enhance the
efficiency.

4.2 Deadlock solving optimization method based on
co-evolutionary genetic algorithm

Genetic algorithm can search through simulating natural
selection and evolution, and they enjoy excellent global
optimal convergence ability [22]. It uses basic operators,
namely crossover and mutation, and is based on the evo-
lution of a population of similar individuals (species from
the same class) [23]. Each individual can be a solution
for the target problem we want to solve. Basic genetic
algorithm has been a good way of solving many opti-
mization problems and got comparative desirable results.
However, it also has some shortcomings in some cases
which are intrinsically distributed. In other words, it can
be seen as several independent entities with their own
goals interacting with each other, which may go against
the whole goal of solution. To address these kinds of prob-
lems, in this paper, we employ co-evolutionary genetic
algorithm to solve the deadlock strategies choices. In
our deadlock solving optimization method, each dead-
lock solving strategies are considered as individuals.
The population, namely, a collection of such individuals,
will encounter genetic operators such as crossover and
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Figure 5 The frame of co-evolutionary genetic algorithm.

mutation in each generation. After a number of itera-
tions, the best individual obtained is the best deadlock
strategy.

4.2.1 Outline of the co-evolutionary genetic algorithm
The co-evolutionary genetic algorithm extends the basic
genetic algorithm (GA) and makes better use of effective
genetic information given by a direct search for use-
ful schemata. That may make the search ability of GA
more efficient and it has good speed in the applica-
tion of searching and optimization [24,25]. The method
consists of two GA models interacting with each other.
The first GA model is named host genetic algorithm
(GA-H) and the second GA model is named parasite
genetic algorithm (GA-P). As shown in Figure 5, GA-H is
the traditional GA model that searches for a good indi-
vidual (solution) fit to the given environment (problem).
The GA-H stores individuals that may be transcribed
by the genetic information which is discovered by the
GA-P. On the other hand, the GA-P searches for useful
genetic information on the GA-H, and the fitness value
of each individual of the GA-P is calculated by refer-
ring to the population distribution of the individuals in
the GA-H.

4.2.2 Deadlock solving optimization in GA-H
We choose n different tasks sequence [T1,T2, . . . ,Tn] to
form an individual Vi(i = 1, 2, . . . , 2n − 1). Individual

Vi is expressed as a one-dimensional array [S1, S2, . . . , Sn],
where the element Si is equal to 0 or 1 and generated ran-
domly during initialization. Each individual Vi represents
a probable deadlock solving strategy. The initial popula-
tion is expressed as Y (0) = {V1(0),V2(0), . . . ,VM(0)} and
the size of Y (0) is M. For the deadlock solving problem,
the object cost function is:

C (Vi(k)) =
n∑

i=1
costi × Si (4)

In Equation 4, Vi(k) represents the individual after kth
evolution; costi is the cost of task Ti; C(Vi(k)) is the cost
of deadlock solving strategy.
In the GA-H, each individual in this environment has an

associated fitness value that is defined as:

F (Vi(k)) =
n∑

i=1
costi − C (Vi(k)) (5)

Individuals with higher fitness will have greater proba-
bility to be selected. Fitness function will accelerate con-
vergence speed of the algorithm and avoid the algorithm
from being trapped into a local optimum.
In the genetic algorithm, after offspring crossover and

mutation, parent and offspring individuals will compete
into the next population and to be selected accord-
ing to the fitness. Two selected parent individuals

Figure 6Mechanism of superposition operator.
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may change information according to crossover prob-
ability Pc which depends on whether the genes are
different in the same location. The individuals may
mutate the same genes according to mutation probability
Pm.

4.2.3 Deadlock solving optimization in GA-P
To improve search ability of GA-H, GA-P is adopted
to inform GA-1 of the candidate subspaces to be
searched for. The GA-P individuals consist of 0, 1,
and * which represent genetic information in GA-H.
The ‘superposition’ operator uses genetic information
in the GA-H to calculate the fitness values of GA-2
individuals, and the ‘transcription’ operator propa-
gates effective genetic information in GA-P into GA-H
population. These two operators are shown in
Figure 6.
In the co-evolutionary genetic algorithm, the GA-P

searches for useful genetic information in GA-H. The
superposition operation of each GA-P onto GA-H is
carried out n times. In this process, we can describe
the fitness value of jth individual of GA-P as follows:
First, the GA-H individuals are denoted as i1, . . . , in
in and randomly decided to be superposed by GA-P
individual j, and the resultant superposed GA-H indi-
viduals are denoted as ĩ1, . . . , ĩn . Then, the fitness
evaluation of each of the superposition operations is
defined as the contribution of the superposition opera-
tion to GA-H individual. The fitness evaluation can be
defined as:

ν̃ = max
(
0, νĩl − νil

)
, (6)

where, νildenotes the fitness value of the il individual in
the GA-H.
Finally, the fitness Fj of GA-P individual j is given as

following:

Fj =
n∑

l=1
ν̃l (7)

A superposed chromosome is used to calculate the fit-
ness value of GA-P individuals. The probability of apply-
ing the transcription operation is defined as:

P =
{

ν̃l/ (νmax − νmin) ν̃l > 0,
0 other (8)

where νmax and νmin denote maximum and minimum fit-
ness values in GA-H, respectively, and hence P is a value
such that 0 < P < 1.
By applying this optimizationmethod, we can search the

best deadlock solution.

Table 2 Cost of each task and the number of each resource

Tasks Cost Resources Number

T1 10 R1 6

T2 9 R2 6

T3 8 R3 8

T4 7 R4 6

T5 6 R5 4

T6 5 R6 8

T7 4

T8 3

5 Experiment
In this section, we conduct experiments to validate
our approaches using simulations. Our experiments are
intended to: 1) verify the rationality of our proposed
deadlock solving method; and 2) discuss how the model
parameters affect the results. All the experiments in this
paper are based on Intel CORE-i7 (2.9 GHz) machine with
8 GB RAM.

5.1 Experimental settings
In this experiment, we assume that there are eight tasks
and six resources, which are involved in the vehicle sens-
ing system. The cost of aborting a task is different. Each
resource has several same kinds of factors (e.g. sensing
devices, etc). Table 2 shows the cost of each task and the
number of factors with each resource.
Table 3 shows the allocation of resources according to

tasks.
In Table 3, each resource is held or requested by some

tasks. For example, R1 is held by T1 and T1 and T8. The
number of R1 held by T1 and T1 and T8 is 2, 1, and 1,

Table 3 A situation of resource allocation according to
each task

Resources
R1 R2 R3 R4 R5 R6

Task

T1 2/0 0/3 2/0 0/0 1/0 0/0

T2 0/0 3/0 2/0 0/1 0/0 0/0

T3 0/0 0/2 0/0 2/0 3/0 0/0

T4 1/0 0/0 1/0 0/3 0/0 4/0

T5 0/0 0/2 0/0 2/0 0/2 0/0

T6 0/0 0/0 0/2 1/0 0/0 0/3

T7 0/1 0/0 0/2 1/0 2/0 0/0

T8 1/0 0/0 0/2 0/0 0/0 3/0

Note: the value in this table denotes NTi←Rj/NTi→Rj . For example, the first value
‘2/0’ that denotes two sensing devices of R1 are hold and zero sensing devices of
R1 are requested by T1.
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Table 4 Seven strategies for deadlock solving

Main parameter Value

Initial population sizeM 20

Crossover probability Pc 0.5

Mutation probability Pm 0.1

Iterations 100

respectively. R1 is also requested by T7, and the number of
R1 requested by T1 is 1.
Table 4 shows the main parameters in the co-

evolutionary genetic algorithm.

5.2 Experimental result and analysis
In the experiment, we let 0 stand for aborting a task
while 1 stands for not aborting a task, which is explained
in Section 4.1. The possible deadlock solving schemes
can be expressed in the form of [S1 S2 S3 S4 S5 S6 S7 S8],
Si ∈ {0, 1}. Since there are eight tasks, the number
of possible results is 28 − 1. But not all the results
conform to the constraints according to Equation 3.
Therefore, we must exclude some individuals which
do not conform to the conditions in the process of
selecting the optimal deadlock solving scheme. Figure 7
shows the iterations and cost in the process of dead-
lock solving based on the co-evolutionary genetic
algorithm.
From the experimental results, we can see that employ-

ing the genetic algorithm to solve this deadlock problem
needs only six iterations, and the least cost of the optimal

deadlock solving strategy is 22, which demonstrates the
greatly efficiency of genetic algorithm.
In following experiments, we will investigate the impact

of parameters on our method performance, including M,
Pc, and Pm.

5.3 Impact of M
The parameter M is the population size. Generally, when
the population size increases, the computing time or the
convergence time of the algorithm will increase. In addi-
tion, the algorithm will enhance its capability of global
search. To understand the impact of M, we vary the
value of M as 8, 20, and 40. Figure 8 shows the fit-
ness value and iterations in the process of deadlock
solving.
From Figure 8, we can see that when the population

size increases, the number of evolution iteration declines,
which means that the global search ability enhances and
the convergence time will fall. Particularly, these changes
are not monotonic increase or decrease, but with the
increase of population size, change is fluctuations or
shocks.The smaller the population size, the more obvious
volatility.

5.4 Impact of Pc and Pm
In order to avoid divergence or trapping in local optimum,
the co-evolutionary genetic algorithm needs to adjust the
Pc and Pm to keep the good individuals in a population.
To study the influence of Pc and Pm on the algorithm and
find the optimal parameter, we setM = 20. Firstly, we set
Pm = 0.1, and set Pc as 0.1, 0.5, and 0.9; the performance

Figure 7 The cost of deadlock solving process.
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Figure 8 The impact of M.

is described in Figure 9. Secondly, we set Pc = 0.5, and
set Pm as 0.1, 0.6, and 0.9; the performance is described in
Figure 10.
Figures 9 and 10 illustrate the impact of Pc and Pm on

best fitness of our model, respectively. We can see that:
1) The better Pc is 0.5 when Pc is set as 0.1, 0.5, and 0.9,
while the better Pm is 0.1 when Pm is set as 0.1, 0.6, and 0.9.
2) If Pc is too small (e.g. 0.1, etc) or too large (e.g. 0.9, etc),
the algorithm cannot guarantee convergence in the global

optimal solution. 3) The greater the Pm, the more unsta-
ble the fitness value. If Pm is too small (e.g. 0.06, etc), the
algorithm will drop into the situation of local optimum.
If Pm is too large (e.g. 0.9, etc), the global search ability
is also weakened. 4) Small cross rate or mutate rate will
increase the iteration number of times and large cross rate
or mutate rate will accelerate the calculation, but there
is no guarantee that they will converge to global optimal
solution.

Figure 9 The impact of Pc.



Xu et al. EURASIP Journal onWireless Communications and Networking 2014, 2014:214 Page 10 of 11
http://jwcn.eurasipjournals.com/content/2014/1/214

Figure 10 The impact of Pm.

6 Conclusion and future work
In this paper, we investigate the problem of deadlock
in vehicle sensing systems in Internet of Vehicles. This
paper proposes an efficient deadlock solving method for
vehicle sensing systems. In this method, the deadlock
problem is analyzed based on four deadlock occurred con-
ditions. Tasks and resource allocation characteristics are
described by mathematical expressions. Combining the
quantity and cost of tasks, a deadlock solving optimiza-
tion model is developed for vehicle sensing systems. To
quickly solve the deadlock and to ensure the minimum
cost, co-evolutionary genetic algorithm (CGA) is used to
search for optimal deadlock solving strategies. Simula-
tions are conducted and the experimental results show the
efficiency of the proposed deadlock solving method based
on CGA.
There are several potential future directions for our

method. First, we will investigate more sophisticated ways
to combine more factors (e.g. urgency degree, priority,
etc.) to improve the optimization model. Second, we will
propose more efficient and effective deadlock solving
methods. In addition, we will also conduct more compre-
hensive and realistic experiments in real physical systems
to evaluate our approach.
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