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Abstract—Classifying binary imbalanced streaming data is a significant task in both machine learning and data mining. Previously, online area under the receiver operating characteristic (ROC) curve (AUC) maximization has been proposed to seek a linear classifier. However, it is not well suited for handling nonlinearity and heterogeneity of the data. In this paper, we propose the kernelized online imbalanced learning (KOIL) algorithm, which produces a nonlinear classifier for the data by maximizing the AUC score while minimizing a functional regularizer. We address four major challenges that arise from our approach. First, to control the number of support vectors without sacrificing the model performance, we introduce two buffers with fixed budgets to capture the global information on the decision boundary by storing the corresponding learned support vectors. Second, to restrict the fluctuation of the learned decision function and achieve smooth updating, we confine the influence on a new support vector to its k-nearest opposite support vectors. Third, to avoid information loss, we propose an effective compensation scheme after the replacement is conducted when either buffer is full. With such a compensation scheme, the performance of the learned model is comparable to the one learned with infinite budgets. Fourth, to determine good kernels for data similarity representation, we exploit the multiple kernel learning framework to automatically learn a set of kernels. Extensive experiments on both synthetic and real-world benchmark data sets demonstrate the efficacy of our proposed approach.

Index Terms—Area under the ROC curve (AUC) maximization, budget, imbalanced data, kernel.

I. INTRODUCTION

IMBALANCED streaming data are prevalent in various real-world applications, such as network intrusion detection [41], purchasing or clicking analysis for customer relationship [12], [16], and so on. These data exhibit the following prominent characteristics.

1) **Huge Volume:** The volume of the data increases tremendously, from petabyte to exabyte, or even zettabyte.
2) **High Velocity:** They are streaming data, generated in seconds or microseconds, from various online applications. The data may change dynamically.
3) **Extreme Imbalance:** The imbalanced ratio can be 100:1, or even 10 000:1 for a standard binary classification task, where the important class is very rare due to the nature of human attention.
4) **Nonlinearity and Heterogeneity:** Only nonlinear classifiers can produce a more accurate decision boundary [see Fig. 1(a) for an example]. The heterogeneity poses difficulty in defining data similarity.

Learning binary classification models from imbalanced data has become an important research topic in both machine learning and data mining [3], [30], [45], [49]. In the literature, researchers aim at maximizing the area under the receiver operating characteristic (ROC) curve (AUC) instead of accuracy, because the AUC score is effective in measuring the performance of classifiers for imbalanced data [1], [2], [17], [19], [23]. To deal with the imbalanced streaming data, researchers have proposed the online AUC maximization approach [15], [55]. However, the resulting algorithms only produce a linear classifier and are not well suited for handling the nonlinearity and heterogeneity of the data.

In this paper, we focus on seeking an online nonlinear classifier with kernels—a less explored but important research topic in the literature. There are three major obstacles to this approach. First, the learned kernel-based estimator becomes more complex as the number of samples increases [27], [52]. Without a suitable stream oblivious strategy, the number of learned support vectors may grow to infinity, which is obviously undesirable for the large-scale applications. In the literature, various refinement techniques have been proposed. They include projection-based methods [9], [13], [32], fixed-budget strategies [4], [10], and sparse kernel learning via weighted sampling [53]. However, extending the above-mentioned methods to tackle the imbalanced data seems to be a nontrivial task. Second, fluctuation due to outliers is unavoidable in online learning [6], [25], [35]. Thus, additional effort is required to achieve smooth updating. Third, the kernel representation is effective in capturing nonlinearity and heterogeneity of the data [21], [27]. However, it is not clear how to effectively determine a good kernel representation.
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To overcome the above obstacles, we propose the kernelized online imbalanced learning (KOIL) algorithm with fixed budgets to achieve online nonlinear AUC maximization. We highlight our contributions as follows.

1) To better control the computational cost, we fix the budget (buffer size) of the buffer for each data class in the KOIL algorithm to store the learned support vectors.

2) We propose a smooth update rule by confining the influence on a new instance to its k-nearest opposite support vectors (see Fig. 1(b) for an example). Our KOIL algorithm can thus limit the effect of outliers.

3) We design an effective scheme to compensate for the loss when a support vector is removed. The idea is to transfer the weight of the removed support vector to its closest support vector in the buffer (see Fig. 1(c) for an illustration). As a result, the learned model typically approaches the one learned with infinite budgets.

4) We exploit the online multiple kernel learning (MKL) framework to automatically determine a good kernel representation. Specifically, we try to learn multiple kernel classifiers and the corresponding linear combination coefficients from a pool of predefined kernels in an online mode. Different from existing online MKL (OMKL) algorithms [22], our KOIL algorithm focuses on the pairwise loss function and discounts the weights of multiple kernel classifiers when there are errors. Empirical results show that OMKL is effective in determining the kernel representation.

II. RELATED WORK

We review some prior work in closely related areas: machine learning from imbalanced data, online learning, and MKL.

Learning from imbalanced data is an important task in machine learning and data mining [3], [30], [45]. Some algorithms have been developed to train classifiers by maximizing the AUC metric, such as Wilcoxon–Mann–Whitney statistic optimization [48] and RankOpt [19]. Some investigations extend support vector machine (SVM) to optimize the AUC metric [2]. A general framework for optimizing multivariate nonlinear performance measures, such as AUC and F1, is proposed in [23]. Cost-sensitive multilayer perceptron (MLP) is also proposed to improve the discrimination ability of MLPs [3]. One major weakness of these methods is that they train the model in the batch mode, which is inefficient when new training samples appear sequentially.

Online learning algorithms are important as they can adaptively update the models based on the new training samples. The oldest and most well-known online learning algorithm is the perceptron [34]. Many variants have been proposed in the literature [5], [14]. Some are inspired by the maximum margin principle [8], [29], [54]. To learn from imbalanced data, algorithms for online AUC maximization are proposed in [11], [15], and [55]. Several works have established the generalization error bounds for online learning algorithms with pairwise loss functions [24], [44]. However, these algorithms only focus on linear classifiers, which are not sufficient to capture the heterogeneity and nonlinearity embedded in the data [50], [51]. In the literature, various kernel-based online learning algorithms have been proposed. They include online learning algorithms in a reproducing kernel Hilbert space (RKHS) [10], [27], [32], [39], online Gaussian process [9], [18], [26], [38], kernelized recursive least-square algorithms [13], [42], and so on. A key challenge in online learning with kernels is that the computational complexity scales with the number of training samples. To tackle this challenge, various strategies have been proposed, including projection-based methods [9], [13], [26], [32], fixed-budget strategies [4], [10], and sparse kernel learning via weighted sampling [53]. However, these strategies aim at directly maximizing the accuracy and cannot handle the task of imbalanced learning properly. Some other methods adopt the strategy of projecting or deleting support vectors to maintain the buffer size [9], [32], [42].
However, such strategy could lead to unbounded support vectors or information loss.

The MKL framework is a well-known and effective tool for kernel learning. It aims to combine multiple kernels by optimizing the performance of the kernel-based learning methods (e.g., support vector machine) [33], [40]. To attain good model performance, MKL with different norm regularizers have been proposed [28], [47], [51]. Recently, OMKL has been proposed to simultaneously learn multiple kernel classifiers and the corresponding coefficients from a pool of predefined kernels in an online mode [20], [22]. Similar ideas have been applied to solve problems in image search and regression [36], [46]. However, existing algorithms do not consider the task of imbalanced learning.

In summary, all the aforementioned algorithms cannot handle well the nonlinearity and heterogeneity in imbalanced streaming data. This motivates us to seek for a nonlinear classifier for the imbalanced data classification in the online training mode.

III. KOIL FOR AUC MAXIMIZATION

A. Notations and Problem Definition

Throughout this paper, bold small letter, e.g., \( \mathbf{x} \), denotes a vector. Letter in calligraphic font, e.g., \( \mathcal{X} \), indicates a set. We use \( \mathbb{R}^d \) to denote a \( d \)-dimensional Euclidean space and \( \mathcal{H} \) to denote a Hilbert space. The inner product of \( \mathbf{x} \) and \( \mathbf{y} \) on \( \mathcal{H} \) is denoted by \( \langle \mathbf{x}, \mathbf{y} \rangle_{\mathcal{H}} \).

We are interested in the imbalanced binary classification problem, where our goal is to learn a nonlinear decision function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) from a sequence of feature-labeled pair instances \( \{ \mathbf{z}_i = (\mathbf{x}_i, y_i) \} \in \mathcal{Z}, i \in [T] \), where \( \mathcal{Z} = \mathcal{X} \times \mathcal{Y}, \mathbf{x}_i \in \mathcal{X} \subseteq \mathbb{R}^d, y_i \in \mathcal{Y} = \{-1, +1\} \), and \( [T] = \{1, \ldots, T\} \). Without the loss of generality, we assume that the positive class is the minority while the negative class is the majority class. We denote by \( N^N_{i,k}(\mathbf{z}) \) the set of feature-labeled pair instances that are the \( k \)-nearest neighbors of \( \mathbf{z} \) and have the label of \( -1 \) at the \( i \)th trial. Here, the neighborhood is defined by the distance or the similarity between two instances, i.e., the smaller the distance between or the more similar the instances, the closer the neighbors. We define the index sets \( I^+ \) and \( I^- \) to record the indices of the positive and negative support vectors at the \( i \)th trial, respectively. Moreover, for simplicity, we define two buffers \( K^+_i \) and \( K^-_i \) to store the learned information, namely, the weight and support vector, from the two classes at the \( i \)th trial, respectively:

\[
K^+_i.A = \{ a^+_i \mid |a^+_i| \neq 0, i \in I^+ \} \\
K^+_i.B = \{ \mathbf{z}_i \mid y_i = +1, i \in I^+ \} \\
K^-_i.A = \{ a^-_i \mid |a^-_i| \neq 0, i \in I^- \} \\
K^-_i.B = \{ \mathbf{z}_i \mid y_i = -1, i \in I^- \}.
\]

Here, \( a_{i,t} \) denotes the weight of the support vector that first occurred at the \( i \)th trial and updated at the \( i \)th trial. We fix the budgets (the buffer sizes) to be the same, i.e., \( |I^+_i| = |I^-_i| = N \) for all \( i \).

At the \( i \)th trial, our proposed KOIL algorithm computes a decision function \( f_i \) of the form

\[
f_i(\mathbf{x}) = \sum_{i \in I^+} a^+_i k(\mathbf{x}, \mathbf{x}_i) + \sum_{i \in I^-} a^-_i k(\mathbf{x}, \mathbf{x}_i) \tag{1}
\]

where \( k : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) is a predefined kernel [27]. The corresponding weights and support vectors are stored in \( K^+_i \) and \( K^-_i \), respectively. Then, given a new instance \( \mathbf{x} \), we can predict its class by \( \text{sgn}(f_i(\mathbf{x})) \), where \( f_i \) encodes the nonlinearity and heterogeneity of the data and is generally an element of an RKHS \( \mathcal{H} \), i.e., \( f_i(\mathbf{x}) = \langle f_i(\cdot), k(\mathbf{x}, \cdot) \rangle_{\mathcal{H}} \) for all \( \mathbf{x} \in \mathcal{X} \), where \( k(\mathbf{x}, \cdot) \in \mathcal{H} \) [37]. In the following, we will motivate and describe our strategy for updating \( f_i \).

B. Learning With Kernels for AUC Maximization

Given the positive data set \( D^+ = \{ \mathbf{z}_i | y_i = +1, i \in I^+ \} \) and the negative data set \( D^- = \{ \mathbf{z}_i | y_i = -1, i \in I^- \} \), the AUC metric for a kernel representation function \( f \) is calculated by

\[
\text{AUC}(f) = \frac{\sum_{i \in I^+} \sum_{j \in I^-} [f(\mathbf{x}_i) - f(\mathbf{x}_j) > 0]}{|I^+||I^-|} \]

\[
= 1 - \frac{\sum_{i \in I^+} \sum_{j \in I^-} [f(\mathbf{x}_i) - f(\mathbf{x}_j) \leq 0]}{|I^+||I^-|} \tag{2}
\]

where \( [\pi] \) is the indicator function, i.e., \( [\pi] = 1 \) when \( \pi \) is true and \( [\pi] = 0 \), otherwise. It is clear that maximizing \( \text{AUC}(f) \) is equivalent to minimizing \( \sum_{i \in I^+} \sum_{j \in I^-} [f(\mathbf{x}_i) - f(\mathbf{x}_j) \leq 0] \). Since the direct maximization of the AUC score is an NP-hard problem [7], the indicator function is usually replaced by a convex surrogate, which may yield suboptimal performance. A widely used surrogate is the pairwise hinge loss function [15], [55]

\[
\ell_h(f, \mathbf{z}, \mathbf{z}') = \frac{1}{2} [1 - (y - y')(f(\mathbf{x}) - f(\mathbf{x}'))]^+ \tag{3}
\]

where \([v]^+ = \max(0, v)\). This gives rise to the problem of regularized minimization as follows:

\[
\mathcal{L}(f) = \frac{1}{2} \| f \|^2_{\mathcal{H}} + C \sum_{i \in I^+} \sum_{j \in I^-} \ell_h(f(\mathbf{z}_i), \mathbf{z}_j) \tag{4}
\]

Here, \((1/2)\| f \|^2_{\mathcal{H}}\) is a regularization term that controls the functional complexity and \( C > 0 \) is a penalty parameter associated with the training errors.

C. Online AUC Maximization by KOIL

Following the derivation in [21], we update the kernel decision function by minimizing the following localized instantaneous regularized risk of AUC associated with the arrival of a new instance \( \mathbf{z}_t \):

\[
\hat{L}_t(f) := \hat{L}(f, \mathbf{z}_t) = \frac{1}{2} \| f \|^2_{\mathcal{H}} + C \sum_{\mathbf{z}_i \in N^N_t, a^+_i} \ell_h(f(\mathbf{z}_i), \mathbf{z}_t) \tag{5}
\]

where \( k \) is a predefined constant. Two remarks are in order as follows.

1) The risk defined in (4) measures the pairwise losses between \( \mathbf{z}_t \) and its \( k \)-nearest opposite support vectors in
the buffer. This can resolve the scalability issue and is different from NORMA [27], whose risk only measures the predictive error of the new instance.

2) The advantage of our approach is twofold. First, two buffers with relatively large budgets can keep track of the global decision on the decision boundary. Second, by considering the k-nearest opposite support vectors of the new instance, we can utilize the local information around the new instance and avoid the fluctuation of the decision function.

Algorithm 1 shows the KOIL framework, which consists of two key components: UpdateKernel (Algorithm 2) and UpdateBuffer (Algorithm 3).

1) UpdateKernel: We apply the gradient descent method to update the decision function at each trial, that is

\[ f_t := f_{t-1} - \eta \partial f \hat{L}_t(f_{t-1}) \]  

(5)

where \( \partial f \) is shorthand for \( \partial f/\partial f \) (the gradient with respect to \( f \)) and \( \eta \in (0, 1) \) is the learning rate, which can be a constant or decreases with the number of trials, as long as it guarantees descent, i.e., \( \hat{L}(f_t) \leq \hat{L}(f_{t-1}) \). We initialize \( f_0 = 0 \). To compute \( \partial f \hat{L}_t(f) \), we first calculate \( \partial f \ell_h(f, z_t, z_i) \) by

\[ \partial f \ell_h(f) = \begin{cases} 0, & \ell_h(f, z_t, z_i) = 0 \\ -\varphi(z_t, z_i) & \ell_h(f, z_t, z_i) > 0 \end{cases} \]  

(6)

where \( \varphi(z_t, z_i) = y_t (k(x_t, \cdot) - k(x_i, \cdot)) \). Using (4) and (6), we then obtain

\[ \partial f \hat{L}_t(f_{t-1}) = f_{t-1} - C \sum_{z_i \in N_{\ell_h}^{-1}(z_t)} [\ell_h(f_{t-1}, z_t, z_i) > 0] \varphi(z_t, z_i). \]  

(7)

Now, define \( V_t \) to be the set of indices for which the indicator function in (7) evaluates to 1 (the valid set) and \( \nabla f_t \) to be its complement, that is

\[ V_t := \{ i \in I_{\ell_h}^{\neq} | z_i \in N_{\ell_h}^{-1}(z_t) \land \ell_h(f_{t-1}, z_t, z_i) > 0 \} \]

\[ \nabla f_t := I_{\ell_h}^{\neq} \setminus V_t. \]

It then follows from (5) and (7) that:

\[ f_t = (1 - \eta) f_{t-1} + \eta C y_t |V_t| k(x_t, \cdot) - \eta C y_t \sum_{i \in V_t} k(x_i, \cdot). \]
In particular, since $l_t^{V} = l_{t-1}^{V} \cup \{t\}$ and $l_t^{1V} = l_{t-1}^{1V} = V_t \cup \nabla_t$, we see that if $f_{t-1}$ is of the form in (1), then so is $f_t$ as long as we make the following correspondence between the kernel weights at the $(t-1)$st trial and the $t$th trial:

$$
a_{t,i} = \begin{cases} 
\eta C_{yt} |V_t|, & i = t \\
(1 - \eta) a_{t-1,i} - \eta C_{yt}, & i \in V_t \\
(1 - \eta) a_{t-1,i}, & i \in l_{t-1}^{1V} \cup \nabla_t.
\end{cases}$$

(8)

It is instructive to take a closer look at the update rule in (8). It divides the data into three classes. The first involves the new instance $x_t$. In this case, at most $k$ of the opposite support vectors are used in the pairwise loss calculation. This prevents the fluctuation of the decision function. The second involves the $k$-nearest opposite support vectors of the new instance $x_t$, i.e., the support vectors in $N_{t,k}^{-1}(z_t)$. In this case, their corresponding weights change by a magnitude of $|\eta C_{yt}|$, which favors a more balanced updating. The third covers the case where the new instance does not incur errors or the labels of the previously learned support vectors are the same as that of the new instance. The corresponding weights of those previously learned support vectors are then reduced by a factor of $1 - \eta$, which is the same as NORMA [27].

2) UpdateBuffer: Since the buffers have a fixed budget, they have to be updated when they are full. Traditional stream oblivious policies, such as FIFO and reservoir sampling (RS) [43], have been adopted in online linear AUC maximization [55] and shown to be effective in that setting. However, these policies will discard support vectors, which could lead to a degradation in the performance of kernel-based online learning algorithms [21].

To avoid information loss, we need to design a more sophisticated compensation scheme. Toward that end, let $z_t = (x_t, y_t)$ be the removed support vector. We find the support vector $z_c = (x_c, y_c)$ with $y_c = y_t$ in $K_{t}^{y_t}$ that is most similar to $z_t$ and update its corresponding weight to compensate for the loss of information due to the removal of $z_t$. Specifically, let $\Delta a_{c,t}$ be the updated weight of the compensated support vector $z_c$. By keeping the track of the change in the value of the decision function, we would like to find $\Delta a_{c,t}$ such that

$$
f_t(x) \approx f_t(x) - a_{c,t} k(x_t, x) + \Delta a_{c,t} \cdot k(x_c, x).
$$

This suggests that we should set $\Delta a_{c,t} = a_{c,t}((k(x_c, x))/k(x_t, x)) \approx a_{c,t}$. Consequently, we propose the following update rule for the compensated version of $f_t$, which we denote by $f_t^{++}$:

$$
f_t^{++} := (1 - \eta) f_{t-1}^{++} - \eta \hat{c}_t \hat{L}_t(f_t^{++}) + a_{c,t}(k(x_c, \cdot) - k(x_t, \cdot)).
$$

(9)

Here, $f_{t-1}^{++}$ is the compensated decision function from the previous trial. When neither buffer is full, we have $f_t^{++} = f_t$ and the update is done by (5). Ideally, if $k(x_t, x)$ equals $k(x_c, x)$, then $f_t^{++}$ incorporates all the learned support vectors and is equivalent to the one learned with infinite budgets.

Algorithm 3 shows the procedure of the extended RS (RS++). Some elaborations are in order as follows.

1) In lines 3–4, if the buffer is not full (i.e., $|\mathcal{K} B| < N$), then the new instance becomes a support vector and is directly added into the buffer $\mathcal{K}$.

2) In lines 6–10, if the buffer is full, then RS is performed. Specifically, with probability $N/N_t$, we update the buffer by randomly replacing one support vector $z_r$ in $\mathcal{K} \cdot B$ with $z_t$. In line 12, if replacement is not conducted, then the removed support vector $z_r$ is set to be the new instance $z_t$.

3) In lines 14–15, we extend the classic RS strategy by finding the support vector $z_r$ that is most similar to the removed support vector $z_r$, updating its weight, and putting its weight back to the buffer $\mathcal{K} \cdot A$.

In a similar manner, we can define the extended FIFO strategy, namely, FIFO++. For FIFO++, we modify lines 6–13 in Algorithm 3 so that the first support vector in the buffer is removed and the new instance is added to the end of the buffer as a new support vector.

IV. REGRET ANALYSIS

In this section, we derive a regret bound for the KOIL algorithm with update rule in (5) under the nonsmooth pairwise hinge loss in (2). Recall that the regret at time $T$ is defined as the difference between the objective value up to the $T$th trial and the smallest objective value from hindsight, that is

$$
R_T = \sum_{t=1}^{T} (\hat{L}_t(f_t) - \hat{L}_t(f^*))
$$

(10)

where $f^*$ is the optimal decision function obtained in hindsight by minimizing (3) and $\{f_t\}_{t=1}^{T}$ are obtained by (5).

In the following, unless otherwise specified, we assume that $z_t \in N_{t,k}^{-1}(z_t)$, i.e., $z_t$ is one of the $k$-nearest opposite support vectors of $z_t$. We first establish some auxiliary results that will be useful for our derivation of the regret bound.

Lemma 1: Suppose that for all $x \in \mathbb{R}^d$, $k(x, x) \leq X^2$, where $X > 0$. Let $0 < \xi_t \leq X$ be such that $k(x_t, x_t) \geq \xi_t^2$ for all $z_t = (x_t, y_t) \in N_{t,k}^{-1}(z_t)$. With $f_0 = 0$ and the update rule in (5), we have

$$
\|f_t\|_H \leq C k \xi^2
$$

for $t \in [T]$, where

$$
c_p := \sqrt{2X^2 - 2\xi_t^2}.
$$

(11)

Lemma 2: Suppose that the assumptions of Lemma 1 hold. With $f_0 = 0$ and the update rule in (5), the pairwise hinge loss function $\ell_h : \mathcal{H} \times \mathcal{Z} \times \mathcal{Z} \rightarrow \mathbb{R}_+$ defined in (2) satisfies

$$
\ell_h(f_{t-1}, z_t, z_t) \leq U := 1 + C k \xi^2
$$

for $t \in [T]$, where $c_p$ is defined in (11).

The proofs of Lemmas 1 and 2 can be found in Appendixes A and B, respectively. Now, we are ready to present the advertised regret bound.

Theorem 1: Suppose that the assumptions of Lemma 1 hold. With $f_0 = 0$ and the update rule in (5), where $\eta \in (0, 1)$...
at each trial is chosen to guarantee descent, we have
\[
RT \leq \frac{\|f^*_h\|^2_{\mathcal{H}_t}}{2\eta} + \eta Ck \left( (U - 1) + \frac{1}{2}(k + 1)C\eta^2 \right) T \tag{12}
\]
where \(c_p\) is defined in (11).

The proof of Theorem 1 is given in Appendix C. Before we proceed, let us make several remarks.

1) The regret bound \(RT\) can be further bounded by \(O(\sqrt{T})\) if we set \(\eta = O(1/\sqrt{T})\). This bound is the same as that for standard online learning algorithms, but it is different from the mistake bounds derived in [4], [10], and [32], which aim at maximizing classification accuracy.

2) The expression in (12) seems to suggest that the smallest regret bound is attained at \(k = 1\). However, when \(k = 1\), the learned decision function cannot utilize the localized information in the buffers and will yield suboptimal performance. Our empirical evaluation shows that the best choice of \(k\) is around 10% of the budget (see detailed results in Section VII). We conjecture that a more accurate surrogate of the AUC metric can provide a better indication on the regret-minimizing value of \(k\). We leave this as a future direction.

3) By exploiting the convexity of the localized instantaneous regularized risk of AUC defined in (4) and confining the range of \(|a_i|\) to \([0, \eta]\), we can derive the corresponding regret bound for the update rule in (9) [21]. However, the regret bound we obtained via this approach is proportional to \(T\). We leave the derivation of a tighter bound as a future work.

V. EXTENSION TO A SMOOTH PAIRWISE HINGE LOSS

In this section, we extend the results developed earlier to the case of a smooth pairwise hinge loss function. Specifically, consider the square of the pairwise hinge loss function, that is
\[
\ell_{sh}(f, z, z') = \left( \frac{|y - y'|}{2} \right)^2 \left[ 1 - \frac{1}{2}(y - y')(f(x) - f(x')) \right]. \tag{13}
\]
We substitute (13) into (4) and compute the decision function by minimizing the following smooth localized instantaneous regularized risk of AUC associated with \(z_i\):
\[
\tilde{L}_t(f) := \tilde{L}_t(f) = \frac{1}{2}\|f\|^2_{\mathcal{H}_t} + C \sum_{z_i \in N_{t,k}^N} \ell_{sh}(f, z_i, z_i). \tag{14}
\]
As before, we initialize \(\tilde{f}_0 = 0\) and apply the standard gradient descent method to update the decision function at each trial, that is
\[
\tilde{f}_t := \tilde{f}_{t-1} - \eta \tilde{\nabla}_t \tilde{L}_t(\tilde{f}_{t-1}) \tag{15}
\]
where \(\eta \in (0, 1)\) is the learning rate and
\[
\tilde{\nabla}_t(\tilde{f}_{t-1}) = \tilde{f}_{t-1} - 2C \sum_{z_i \in N_{t,k}^N} \left[ \ell_h(\tilde{f}_{t-1}, z_i, z_i) > 0 \right] \times \ell_h(\tilde{f}_{t-1}, z_i, z_i) \cdot \varphi(z_i, z_i).
\]
In addition, we define the valid set \(V_t\) and its complement \(\overline{V}_t\) at the \(r\)th trial as follows:
\[
V_t := \{ i \in I_{t-1}^{-\eta} | z_i \in N_{t,k}^{-\eta}(z_i) \land \ell_h(\tilde{f}_{t-1}, z_i, z_i) > 0 \}
\]
\[
\overline{V}_t := I_{t-1}^{-\eta} \setminus V_t.
\]
Then, the corresponding update rule for the kernel weights at the \(r\)th trial is given by
\[
a_{t,i} = \left( 1 - \eta \right) a_{t-1,i} - 2\eta C\gamma\ell_h(\tilde{f}_{t-1}, z_i, z_i), \quad i \in V_t \cup \overline{V}_t.
\]
Finally, we have the following update rule for the compensated version \(\tilde{f}_{t+1}^+\) of \(\tilde{f}_t\):
\[
\tilde{f}_{t+1}^+ := (1 - \eta)\tilde{f}_{t+1}^+ - \eta \tilde{\nabla}_t \tilde{L}_t(\tilde{f}_{t+1}^+) + a_{t,i}(k(x, \cdot) - k(x, \cdot)),
\]
where \(\tilde{f}_{t+1}^+\) is the compensated decision function from the previous trial. When neither buffer is full, we have \(\tilde{f}_{t+1}^+ = \tilde{f}_t\) and the update is done by (15).

By defining the regret at time \(T\) as
\[
\tilde{R}_T := \sum_{t=1}^T (\tilde{L}_t(\tilde{f}_t) - \tilde{L}_t(\tilde{f}^*))
\]
where \(\tilde{f}^*\) is the optimal decision function obtained by minimizing (3) with \(\ell_h\) replaced by \(L^*\) defined in (13), and \(\{\tilde{f}_t\}_{t=1}^T\) are obtained by the update rule in (15), we have the following regret bound.

Theorem 2: Suppose that the assumptions of Lemma 1 hold. Suppose further that \((1/T)\sum_t^T \tilde{L}_t(\tilde{f}^*) \leq L^*\) for some \(L^* > 0\). With \(\tilde{f}_0 = 0\) and the update rule in (15), where \(\eta \in (0, 1)\) at each trial is chosen to guarantee descent, we have
\[
\tilde{R}_T \leq \frac{1}{1 - (1 + \zeta)\eta} \left( \frac{1}{2\eta} \|f^*\|^2_{\mathcal{H}} + (1 + \zeta)\eta L^* T \right)
\]
where \(\zeta = 2CK^2c_p^2\) and \(c_p\) is defined in (11).

The proof of Theorem 2 is provided in Appendix D. The result shows that, in general, our KOIL algorithm can attain an \(O(\sqrt{T})\) regret bound under the smooth pairwise loss function in (13). Again, we leave the derivation of a tighter regret bound as future work.

VI. KOIL WITH MULTIPLE KERNEL LEARNING

In this section, we exploit the MKL framework to obtain an accurate data representation for good performance. Given a set of kernel functions \(K = \{k_l : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}, l \in [m]\}\), we aim to learn a linear combination of these functions to obtain the decision function
\[
F_l(x) = \sum_{l=1}^m q_l^* \cdot \text{sgn}(f_{l,l}(x))
\]
where \(q^* = [q_1^*, \ldots, q_m^*]\) is the normalized (i.e., \(\sum_{l=1}^m q_l^* = 1\)) weight for multiple kernel classifiers learned up to the \(r\)th trial and \(f_{l,l}\) is an element of the RKHS \(\mathcal{H}_{k_l}\) endowed with the
Algorithm 4 KOIL With MKL

1: **Input:**
   - penalty parameter $C$ and learning rates $\eta$, $\lambda$
   - maximum positive and negative budgets $N^+$ and $N^-$, respectively
   - number of nearest neighbors $k$

2: **Initialize** $w^1 = 1$, $K^+_i . A = K^+_i . A = \emptyset$, $K^-_i . B = K^-_i . B = \emptyset$, $N_{p,i} = N_{n,i} = 0$, for $i \in [m]$

3: for $t = 1$ to $T$ do
   4: receive a training sample $z_t = (x_t, y_t)$
   5: for $l = 1$ to $m$ do
     6: if $\text{BernSample}(w_j^t / \max_j w_j^t) == 1$ then
         7: $N_{p,i} = N_{p,i} + 1$
         8: $[K^+_i, K^-_i, \alpha_l] = \text{UpdateKernel2}(z_t, K^-_i, K^-_i, C, \eta, k)$
         9: $K^-_i = \text{UpdateBuffer}(\alpha_l, z_t, K^-_i, k, N^+, N_{p,i})$
       10: else
           11: $N_{n,i} = N_{n,i} + 1$
           12: $[K^+_i, K^-_i, \alpha_l] = \text{UpdateKernel2}(z_t, K^-_i, K^-_i, C, \eta, k)$
           13: $K^-_i = \text{UpdateBuffer}(\alpha_l, z_t, K^-_i, k, N^-, N_{n,i})$
     15: end if
     16: $w_{j+1}^t = w_{j}^t \exp(-\lambda \hat{L}_t(f_{l,i}))$
     17: end if
   18: end for
   19: $q_{t+1}^1 = w_{t+1}^1 / |w_{t+1}|$
   20: end for

inner product $k_l$. The $l$th kernel classifier at the $t$th trial is defined to have the same form as in (1)

$$f_{l,i}(x) = \sum_{j \in I_{l,i}^+} \alpha_{l,i,j} k_l(x_j, x) + \sum_{j \in I_{l,i}^-} \alpha_{l,i,j} k_l(x_j, x).$$

As before, we define two buffers $K^+_i$ and $K^-_i$ to store the corresponding information (i.e., weights and support vectors) for the $l$th kernel classifier at the $t$th trial.

Algorithm 4 shows the KOIL algorithm with multiple kernels.

1) In line 6, we select the classifier based on the Bernoulli distribution that is proportional to the weight of the classifier. Since the weight is divided by the maximum weight of all classifiers, at least one classifier will be selected at each trial.

2) In lines 7–15, we update the predictor of the sampled classifier. To avoid excessive update fluctuation, we define the loss function $\hat{L}_t$ as in (4) and (14), but without the regularization term. This necessitates a change in the update rule for $a_{l,i}$ in the function UpdateKernel. Specifically, in UpdateKernel2, we update $a_{l,i}$ by

$$a_{l,i} = \begin{cases} 
\eta C y_t | V_t |, & i = t \\
\alpha_{l,i-1} - \eta C y_t, & i \in V_t \\
\alpha_{l,i-1}, & i \in I_{l,i-1}^+ \cup V_t 
\end{cases}$$

if the pairwise hinge loss function in (2) is used, and by

$$a_{l,i} = \begin{cases} 
2\eta C y_t \sum_{i \in V_t} \ell_k(f_{l,i-1}, z_t, z_i), & i = t \\
\alpha_{l,i-1} - 2\eta C y_t \ell_k(f_{l,i-1}, z_t, z_i), & i \in V_t \\
\alpha_{l,i-1}, & i \in I_{l,i-1}^+ \cup V_t 
\end{cases}$$

if the smooth pairwise hinge loss function in (13) is used.

3) In line 16, the weight of the sampled kernel is updated by the exponential weighted average algorithm, where the weight is discounted by a large factor when the loss is large.

It should be noted that in order to avoid fluctuation, we do not add a smoothing term to update the probability of selecting classifiers as in [20], [22], [36], [46], and [52].

Similar to (10) and (16), we can define the corresponding regret for $\{f_{l,i}\}$ and obtain an expected regret bound for Algorithm 4.

**Theorem 3:** Suppose that the loss function is nonnegative, $\max_{l \in [m]} \hat{L}_t(f_{l,i-1}) \leq L$, and $\|\hat{f}_t \|_{\mathcal{T}_{\hat{L}_t}} \leq G$ for some $L, G > 0$. With $f_{l,0} = 0$ and suitable choices of $\eta \in (0, 1)$, $\lambda > 0$, we have

$$\mathbb{E} \left[ \sum_{i=1}^T \sum_{l=1}^m q_{t}^l \hat{L}_t(f_{l,i}) \right] \leq \min_{l \in [m]} \min_{f \in \mathcal{H}_{q_l}} \left( \sum_{i=1}^T \hat{L}_t(f) + \frac{\|f\|_{\mathcal{T}_{\hat{L}_t}}^2}{2\lambda} \right) + \frac{T}{2} (\eta L^2 + \lambda G^2)$$

where $q_{t}^l = w_{t}^l / \sum_{l=1}^m w_{t}^l$.

Note that by assuming the boundedness of the optimal kernel predictor and setting $\eta, \lambda = O(1/\sqrt{T})$, we can obtain a regret bound of $O(\sqrt{T})$ by following the proof in [52]. Alternatively, we can utilize the inequality of arithmetic and geometric means (AM–GM inequality) to remove the term $\ln m/\eta$ in [52]. Due to space limitation, we omit the proof here.

VII. EXPERIMENTS

In this section, we conduct extensive experiments on both the synthetic and benchmark data sets to evaluate the performance of our proposed KOIL algorithm.

A. Compared Algorithms

We compare our proposed KOIL algorithm with the state-of-the-art online learning algorithms. Since our focus is on online imbalanced learning, for fairness’ sake, we do not consider the batch-trained imbalanced learning algorithms in our comparison. Rather, we consider the online linear algorithms and the kernel-based online learning algorithms with a finite or infinite buffer size.

1) “Perceptron”: The classical perceptron algorithm [34], [35], [36], [46], and [52].

2) “OAM_seq”: An online linear AUC maximization algorithm [55].

$^1$Demo codes written in both C++ and MATLAB can be downloaded at https://github.com/JunjieHu/koil.
3) “OPAUC”: One-pass AUC maximization [15].
4) “NORMA”: Online learning with kernels [27].
5) “RBP”: Randomized budget perceptron [4].
6) “Forgetron”: A kernel-based perceptron on a fixed budget [10].
7) “Projectron/Projectron++”: A bounded kernel-based perceptron [32].
8) “KOIL-RS+/KOIL-FIFO++”: Our proposed algorithm with the pairwise hinge loss function in (2) and fixed budgets updated by RS++ and FIFO++, respectively.
9) “KOIL²-RS+/KOIL²-FIFO++”: Our proposed algorithm with the smooth pairwise hinge loss function in (13) and fixed budgets updated by RS++ and FIFO++, respectively.

B. Experimental Setup

To ensure a fair comparison, we adopt the same setup for all algorithms. For KOIL, we set the learning rate $\eta = 0.01$ and apply a fivefold cross validation to find the penalty cost $C \in [2^{-10}, 10]$. For the kernel-based methods, we use the Gaussian kernel and tune its parameter $\sigma \in [2^{-10}, 10]$ by a fivefold cross validation. For NORMA, we apply a fivefold cross validation to select $\lambda$ and $\nu \in [2^{-10}, 10]$. For Projectron, we apply a similar fivefold cross validation to select the parameter of projection difference $\eta \in [2^{-10}, 10]$.

C. Experiments on Synthetic Data Sets

To illustrate the KOIL algorithm and show the power of the kernel method, we generate a synthetic data set in 2-D space [see the example in Fig. 1(a)]. The positive samples are generated from the 2-D Gaussian distribution with mean $(1/2, 1/2)$ and standard deviation 0.1. The negative samples are generated from a mixture of four Gaussians with the same standard deviation as the positive samples and means at $(1/6, 1/2)$, $(1/2, 1/6)$, $(1/2, 5/6)$, and $(5/6, 1/2)$, respectively.

Following the above-mentioned setup, we generate different synthetic data sets with different imbalanced ratios to explore the performance of KOIL in different scenarios. The data sets consist of the following.

1) Syn1: A set of data with imbalanced ratio 1:4 consisting of 200 positive samples and 800 negative samples.
2) Syn2: A set of data with imbalanced ratio 1:10 consisting of 100 positive samples and 1000 negative samples.
3) Syn3: A set of data with imbalanced ratio 1:50 consisting of 100 positive samples and 5000 negative samples.
4) Syn4: A set of data with imbalanced ratio 1:100 consisting of 100 positive samples and 10000 negative samples.

Obviously, these four data sets are linearly nonseparable in the original space. From Table II, we can observe that the kernel-based learning algorithms significantly outperform the online linear algorithms. For example, in the Syn1 data set, perceptron and the OAMseq with buffer size 100 for each class only attain AUC scores of 0.495 $\pm$ 0.031 and 0.467 $\pm$ 0.027, respectively. These are even poorer than random guesses. For NORMA with an infinite buffer size, it achieves an AUC score of 0.940 $\pm$ 0.013. Our proposed KOIL-RS++ and KOIL-FIFO++ with a buffer size of only 50 for each class and $k = 5$ can improve the AUC scores to 0.961 $\pm$ 0.016 and 0.960 $\pm$ 0.014, respectively. Our KOIL algorithm with the smooth pairwise loss function can attain comparable or even better performance than that with the nonsmooth loss function.

D. Experiments on Benchmark Real-World Data Sets

The 14 well-known benchmark data sets, whose imbalanced ratios range from 1.144 to 328.546, are obtained from the UCI and LIBSVM websites for evaluation. Table I summarizes the detailed statistics of the data sets.

For each data set, we conduct fivefold cross validation on all the algorithms, where four folds of the data are used for training while the rest for testing. The fivefold cross validation is independently repeated four times. We set the buffer size to 100 for each class for all related algorithms, including OAMseq, RBP, and Forgetron. We then average the AUC performance of 20 runs. The results are reported in Table III. From the table, we have the following observations.

1) Our KOIL algorithm with the RS++ and FIFO++ updating policies performs better than the online linear AUC maximization algorithms in most data sets. By examining the results of OAMseq on australian, heart, diabetes, german, and shuttle, as well as the results of OPAUC on australian and german, we speculate that a linear classifier is enough to achieve good performance on these data sets while a nonlinear classifier can be adversely affected by outliers.

2) Under the pairwise hinge loss function, the KOIL algorithm significantly outperforms all competing kernel-based algorithms in nearly all data sets. The results demonstrate the effectiveness of our proposed approach.

3) We observe that the KOIL algorithm with nonsmooth loss beats the one with smooth loss in five data sets while being comparable in the remaining nine data sets.
TABLE II
AVERAGE AUC PERFORMANCE (MEAN±STD) ON THE SYNTHETIC DATA SETS. •/◦(-) INDICATES THAT BOTH/ONE OF KOILRS++ AND KOILFIFO++ ARE/IS SIGNIFICANTLY BETTER (WORSE) THAN THE CORRESPONDING METHOD (PAIRWISE t-TESTS AT 95% SIGNIFICANCE LEVEL).

<table>
<thead>
<tr>
<th>Data</th>
<th>KOILRS++</th>
<th>KOILFIFO++</th>
<th>KOILRS++</th>
<th>KOILFIFO++</th>
<th>Perceptron</th>
<th>OAMeq</th>
<th>NORMA</th>
<th>RBP</th>
<th>Forgetter</th>
<th>Projection</th>
<th>Projection++</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syn</td>
<td>965±0.12</td>
<td>962±0.04</td>
<td>972±0.21</td>
<td>946±0.10</td>
<td>495±0.42</td>
<td>581±0.34</td>
<td>903±0.04</td>
<td>946±0.10</td>
<td>824±0.09</td>
<td>876±0.23</td>
<td>937±0.02</td>
</tr>
<tr>
<td>wine</td>
<td>958±0.02</td>
<td>958±0.02</td>
<td>972±0.21</td>
<td>946±0.10</td>
<td>495±0.42</td>
<td>581±0.34</td>
<td>903±0.04</td>
<td>946±0.10</td>
<td>824±0.09</td>
<td>876±0.23</td>
<td>937±0.02</td>
</tr>
<tr>
<td>aortic</td>
<td>955±0.28</td>
<td>955±0.28</td>
<td>957±0.31</td>
<td>957±0.31</td>
<td>803±0.83</td>
<td>843±0.56</td>
<td>925±0.44</td>
<td>913±0.32</td>
<td>896±0.54</td>
<td>896±0.54</td>
<td>896±0.49</td>
</tr>
<tr>
<td>heart</td>
<td>908±0.40</td>
<td>910±0.40</td>
<td>911±0.38</td>
<td>908±0.37</td>
<td>876±0.66</td>
<td>912±0.40</td>
<td>901±0.43</td>
<td>901±0.43</td>
<td>890±0.02</td>
<td>865±0.04</td>
<td>905±0.42</td>
</tr>
</tbody>
</table>

TABLE III
AVERAGE AUC PERFORMANCE (MEAN±STD) ON THE BENCHMARK DATA SETS. •/◦(-) INDICATES THAT BOTH/ONE OF KOILRS++ AND KOILFIFO++ ARE/IS SIGNIFICANTLY BETTER (WORSE) THAN THE CORRESPONDING METHOD (PAIRWISE t-TESTS AT 95% SIGNIFICANCE LEVEL).

E. Evaluation of Updating Policies

We compare the compensation schemes RS++ and FIFO++ with the original updating policies RS and FIFO and show the average AUC performance of 20 runs on four typical data sets in Fig. 2. Here, KOILinf denotes KOIL learned with infinite budgets and is used as a reference. From Fig. 2, we have the following observations.

1) KOILRS++ and KOILFIFO++ have nearly the same performance as KOILinf. This confirms that the extended policies indeed compensate for the lost information when a support vector is replaced.

4) In most of the data sets, kernel-based algorithms show better AUC performance than the linear algorithms. This again demonstrates the power of kernel methods in classifying real-world data sets.

5) We observe that the performance of OAMeq on satimage is not as good as that in [21] and [55]. This can be attributed to the different partition of the training and test data.

F. Sensitivity Analysis

In this section, we study the sensitivity of the KOIL algorithm to the input parameters. First, we test the performance of the KOIL algorithm as the buffer size varies. From Fig. 3, we observe that the performance follows similar trend in [21] and [55], i.e., improving gradually with the increase of the buffer size and becoming stable when the size is relatively large.

Next, we test the performance of the KOIL algorithm as the number of localized support vectors k varies. From Fig. 4, we have the following observations.

1) When k = 1, the smallest possible value of k, the performance of the KOIL algorithm is usually poor,
because it only considers the pairwise loss incurred by the nearest opposite support vector of the new instance and cannot fully utilize the localized information.

2) The KOIL algorithm usually attains the best performance when $k$ is approximately 10% of the buffer size. As $k$ further increases, the performance starts to deteriorate. Our results consistently demonstrate that the effect of outliers can be alleviated by utilizing the localized information of the new instance.

3) For some data sets, such as svmguide2 and german, the performance of the KOIL algorithm is not too sensitive to $k$. The reason could be that the learned support vectors in these data sets are well separated when the buffers are full. As a result, new instances have little influence on the updating of the decision function.

In sum, a key step in maintaining the model performance is the compensation scheme; see the results in Fig. 2. The setting of localized AUC is also crucial to good performance as it can mitigate the effect of noise (see results in Fig. 4). Fig. 3 suggests that the budget just needs to be sufficiently large, say several hundreds.

G. Evaluation of the KOIL Algorithm With MKL

We evaluate the performance of the KOIL algorithm with MKL using the setting in [22]. Specifically, we use 16 kernel functions in our experiment, including 3 polynomial kernels (i.e., $k(x_i, x_j) = (x_i^T x_j)^p$ with degree parameters $p = 1, 2, \text{ and } 3$) and 13 Gaussian kernels (i.e., $k(x_i, x_j) = \exp(-||x_i - x_j||^2/2\sigma^2)$ with kernel width parameter $\sigma \in 2^{-6:1:6}$). For simplicity, the learning rates $\eta$ and $\lambda$ are both set to 0.01. A fivefold cross validation is applied to find the best penalty cost $C$ from $2^{-10:1:10}$. Table IV summarizes the results and reveals the following.

1) The KOIL algorithm with MKL attains better or comparable performance than the one with tuned optimal kernel. Indeed, under the smooth loss function, the former has a better performance in at least 6 out of the 14 data sets. On the other hand, under the nonsmooth loss function, both versions of the KOIL algorithm have comparable performance on most data sets. We conjecture that this may be due to the nonsmoothness of the loss function.

2) For some data sets, such as sonar and ionosphere, the KOIL algorithm with MKL cannot beat the one with the tuned optimal kernel. We conjecture that this may be due to the limitation of the training data in these data sets. Training with multiepoches [52] could be a promising approach to improving the model performance.

VIII. CONCLUSION

We focused on the imbalanced streaming binary classification problem and proposed a kernel-based online learning
algorithm to seek a nonlinear classifier. Our algorithm is based on three crucial ideas. First, we adopt two fixed-budget buffers to control the number of support vectors and maintain the global information on the decision boundary. Second, we update the weight of a new arriving support vector by confining its influence on only its \( k \)-nearest opposite support vectors. Third, we transfer the weight of the removed support vector to its most similar one when either buffer is full, so as to avoid information loss. We also exploited the MKL framework to determine the kernel our KOIL algorithm. Finally, we conducted extensive experiments to demonstrate the efficacy and superiority of our proposed approach.

Several challenging but promising directions can be considered in the future. First, the current KOIL algorithm only explores a localized surrogate of the AUC metric. Investigating more accurate surrogate functions for the AUC metric is considered in the future. First, the current KOIL algorithm only.

\[ \|\phi(z_i, z_t)\|_{\mathcal{H}} = \sqrt{k(x_i, x_t) - 2k(x_i, x_i) + k(x_i, x_i)} \leq c_p \] 

(17)

where \( c_p \) is defined in (11). Now, using (5), (7), and the triangle inequality, we compute

\[ \|f_t\|_{\mathcal{H}} \leq (1 - \eta)\|f_{t-1}\|_{\mathcal{H}} + \eta C \sum_{k} \|\ell_k(f_{t-1}, z_t, z_t) > 0\| \cdot \|\phi(z_t, z_t)\|_{\mathcal{H}} \] 

\[ \leq (1 - \eta)\|f_{t-1}\|_{\mathcal{H}} + \eta C k c_p \]

where the last inequality is due to (17) and the fact that the number of elements in \( N_{t,k}^{\mathcal{H}}(z_t) \) is at most \( k \).

By expanding \( \|f_t\|_{\mathcal{H}} \) iteratively and using \( f_0 = 0 \), we have

\[ \|f_t\|_{\mathcal{H}} \leq (1 - \eta)^t \|f_0\|_{\mathcal{H}} + \frac{1 - (1 - \eta)^t}{\eta} \eta C k c_p \leq C k c_p \]

where the second inequality is due to the fact that when \( \eta \in (0, 1) \), we have \( 1 - (1 - \eta)^t \leq 1 \) for \( t \in [T] \). This completes the proof. \( \square \)

\[ \|f_{t-1}\|_{\mathcal{H}} \leq \|f_0\|_{\mathcal{H}} + C \sum_{z_t \in N_{t,k}^{\mathcal{H}}(z_t)} \|\ell_k(f_{t-1}, z_t, z_t) > 0\| \cdot \|\phi(z_t, z_t)\|_{\mathcal{H}} \]

\[ \leq \|f_0\|_{\mathcal{H}} + C \sum_{z_t \in N_{t,k}^{\mathcal{H}}(z_t)} \|\ell_k(f_{t-1}, z_t, z_t) > 0\| \cdot \|\phi(z_t, z_t)\|_{\mathcal{H}} \]

\[ - 2C \sum_{z_t \in N_{t,k}^{\mathcal{H}}(z_t)} \|\ell_k(f_{t-1}, z_t, z_t) > 0\| \cdot \|\phi(z_t, z_t)\|_{\mathcal{H}} \]

From Lemma 1, we know that the first term above is bounded by

\[ \|f_{t-1}\|_{\mathcal{H}}^2 \leq C^2 k^2 c_p^2 \]

(20)
Now, by (17) and the fact that the number of elements in $N^{-1}_{k,t}(z_i)$ is at most $k$, we can bound the second term by:

$$\left\| C \sum_{z_i \in N^{-1}_{k,t}(z_i)} \|\ell_k(f_{i-1}, z_i, z_i) > 0\| \cdot \varphi(z_i, z_i) \right\|_{\mathcal{H}}^2 \leq C^2 \sum_{z_i \in N^{-1}_{k,t}(z_i)} \|\ell_k(f_{i-1}, z_i, z_i) > 0\| \cdot \|\varphi(z_i, z_i)\|_{\mathcal{H}}^2$$

Finally, since $f_{i-1}$ is an element of an RKHS and $\ell_k(f_{i-1}, z_i, z_i) \leq U$ by Lemma 2, we have

$$(f_{i-1}, \varphi(z_i, z_i))_{\mathcal{H}} = \frac{1}{2} \langle \gamma_i - y_i \rangle (f_{i-1}(x_i) - f_{i-1}(x_i)) \geq 1 - U.$$ 

It follows that the third term can be bounded by:

$$-2C \sum_{z_i \in N^{-1}_{k,t}(z_i)} \|\ell_k(f_{i-1}, z_i, z_i) > 0\| (f_{i-1}, \varphi(z_i, z_i))_{\mathcal{H}} \leq 2C \sum_{z_i \in N^{-1}_{k,t}(z_i)} \|\ell_k(f_{i-1}, z_i, z_i) > 0\| (U - 1) \leq 2Ck(U - 1).$$

where the second inequality is again due to the fact that the number of elements in $N^{-1}_{k,t}(z_i)$ is at most $k$.

By combining (20), (21), and (22), we obtain

$$\|\overline{\varphi}_f \hat{\mathcal{L}}_t(f_{i-1})\|_{\mathcal{H}}^2 \leq C^2k(k + 1)c_p^2 + 2Ck(U - 1).$$

The bound on $R_T$ in (12) now follows by summing $\overline{\varphi}_f \hat{\mathcal{L}}_t(f_{i-1})$ over $t \in [T]$. This completes the proof. $\square$

**APPENDIX D**

**PROOF OF THEOREM 2**

Proof: The proof is similar to that of Theorem 1. The main difference is to exploit the smoothness of the loss function.

First, since the learning rate $\eta \in (0, 1)$ at each trial is chosen to guarantee descent and $\hat{\mathcal{L}}_t$ is convex, we have

$$\hat{\mathcal{L}}_t(\tilde{f}_t) - \hat{\mathcal{L}}_t(\tilde{f}^*) \leq \hat{\mathcal{L}}_t(f_{i-1}) - \hat{\mathcal{L}}_t(\tilde{f}^*) \leq (\overline{\varphi}_f \hat{\mathcal{L}}_t(f_{i-1}), \tilde{f}_{i-1} - \tilde{f}^*).$$

We also have

$$\|\tilde{f}_t - \tilde{f}^*\|_{\mathcal{H}}^2 - \|\tilde{f}_{i-1} - \tilde{f}^*\|_{\mathcal{H}}^2 = \eta^2 \|\overline{\varphi}_f \hat{\mathcal{L}}_t(f_{i-1})\|_{\mathcal{H}}^2 - 2\eta \langle \overline{\varphi}_f \hat{\mathcal{L}}_t(f_{i-1}), \tilde{f}_{i-1} - \tilde{f}^* \rangle_{\mathcal{H}}.$$

Now, we compute

$$\frac{\partial^2 \hat{\mathcal{L}}_t}{\partial f^2} = I + 2C \sum_{z_i, z_j \in N^{-1}_{k,t}(z_i)} \|u_i u_j \varphi(z_i, z_i) \varphi(z_i, z_j)\|_{\mathcal{H}}^2$$

where we denote $\|\ell_k(f_{i-1}, z_i, z_i) > 0\|$ by $u_i$ for simplicity. It follows that for any $\tilde{f}, \tilde{g}$:

$$\langle \overline{\varphi}_f \hat{\mathcal{L}}_t(\tilde{f}) - \overline{\varphi}_f \hat{\mathcal{L}}_t(\tilde{g}), \tilde{f} - \tilde{g} \rangle_{\mathcal{H}} \leq (1 + \zeta) \|\tilde{f} - \tilde{g}\|_{\mathcal{H}}^2$$

where $\zeta = 2Ck^2c_p^2$ is obtained by the summation in (25) and the bound

$$\langle \varphi(z_i, z_i), \varphi(z_i, z_i)\rangle_{\mathcal{H}} \leq \|\varphi(z_i, z_i)\|_{\mathcal{H}} \cdot \|\varphi(z_i, z_j)\|_{\mathcal{H}} \leq c_p^2.$$
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