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Figure 8: More attention weight visualizations for both image-to-text attention and text-to-image attention.
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Post (a): Sharing is caring.
Good girl Kit, cause I know how
much you love your bed. #Dogs
#Kindness

Post (b): Waves crash against
the North Pier this evening at
Tynemouth, River Tyne in the
UK @david1hirst #StormHour

Post (c): “I am declaring an
emergency that only i can fix”
#BoycottTrumpPrimeTime

Post (d): The whole of the uk
when armadillo and danny say
anything #LoveIsland

Figure 9: Example tweets of four different types of text-image relationship in our dataset. Post (a): text is repre-
sented and image adds to. Post (b): text is represented and image does not add to. Post (c): text is not represented
and image adds to. Post (d): text is not represented and image does not add to.

Post (a): I thought Older Hanzo died
after D’Vorah killed him? @Nether-
Realm #MortalKombat11

Post (b): Congrats producer of
the year, non-classical winner -
Williams #Grammys

Post (c): Last year’s highest rated
animated movie spider man into the
Spider-Verse is now streaming on Net-
flix! #SpiderMan

Post (d): We need to make sure the
ratings are high
#SaveShadowhunters

(mortal kombat story all full movie) (williams at grammy awards) (spider man into the spider-verse) (will someone save shadow hunters)
GEN-COPY: quote
CLS-CO-ATT: destiny 2
Our: mortal kombat 11

GEN-COPY: live under par
CLS-CO-ATT: a star is born
Our: grammys

GEN-COPY: spider verse
CLS-CO-ATT: marvel
Our: spider man

GEN-COPY: teacher goals
CLS-CO-ATT: brexit
Our: save shadowhunters

Figure 10: More qualitative examples showing the effectiveness of encoding OCR texts. Among various models,
only our model that considers OCR tokens correctly predicts the keyphrases for all these cases (in bold). Purple
tokens are the detected OCR tokens, where we observe that the keyphrases directly appear in them.

Post (a): Good night, everyone.
I hope that you have had a de-
lightful day and a restful week-
end. #hoorayfordogs

Post (b): Head up, chest out! A
handsome purple finch poses for a
shot.
#birds #wildlife #photography

Post (c): I was watching all the
bees Honeybee collecting pollen
on the flowers Bouquet #SaveThe-
Bees #CatsOfTwitter

Post (d): For 1970, Plymouth in-
tended to make its GTX model a
street powerhouse. #MuscleCar
#ClassicCar

(dog white yellow brown plate) (branch bird red top small) (cat white pink grey flowers) (car roof park old meter)
GEN-COPY: friday feeling
CLS-CO-ATT: hooray for dogs
Our: hooray for dogs

GEN-COPY: gap ol
CLS-CO-ATT: birding
Our: birds; wildlife

GEN-COPY: photography
CLS-CO-ATT: springwatch
Our: cats of twitter

GEN-COPY: plymouth
CLS-CO-ATT: mopar
Our: classic car

Figure 11: More qualitative examples showing the effectiveness of encoding image attributes. Our model that
considers image attributes correctly predicts the keyphrases for all these cases (in bold). Blue tokens are the top
five predicted attributes, which reveal the main image contents and thus help to indicate keyphrases.


