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Abstract – Feature extraction of multispectral remote 
sensing image is an important task before classifying the 
image. When land areas are clustered into groups of 
similar land cover, one of the most important things is to 
extract the key features of a given image. Usually 
multispectral remote sensing images have many bands, and 
there may have been much redundancy information and it 
becomes difficult to extract the key features of the image. 
Therefore, it is necessary to study methods regarding how 
to extract the main features of the image effectively. In this 
paper, five methods are comparatively studied to reduce 
the multi-bands into lower dimensions in order to extract 
the most available features. These methods include the 
Euclid distance measurement (EDM), the discrete 
measurement criteria function (DMCF), the minimum 
differentiated entropy (MDE), the probability distance 
criterion (PDC), and the principle component analysis 
(PCA) method. The advantage and  disadvantage of each 
method are evaluated by the classification results. 

Keywords: Multispectral Remote Sensing Image, 
Dimension Reduction Methods, Feature Extraction. 

1 Introduction 
The number of Earth observation satellites that are 

in operations is rising every year. These satellites carry a 
diverse spectrum of radar and optical sensor capital of 
accruing imageries which are applied in many fields such 
as generating classification maps. Before the classification, 
feature extraction is an important processing procedure. 
With extracted features, a classifier is built to recognize the 
interested objects in remote sensing image. There are two 
kinds of classification: supervised and unsupervised. In 
general, when we have little knowledge about given image, 
we have to adopt unsupervised classification techniques. 
Among the unsupervised methods,  the finite mixture 
model analysis has many advantages [1][2] and it attracts 
many researchers’ interest in image segmentation as well as 
other applications [3][4]; whereas in this paper we adopt a 
finite mixture model as a classifier. When building a 
classifier, we assume that the data in the feature space as a 
mixture of Gaussian probability density distribution, and 
the finite mixture model is used to cluster the extracted 
features. The expectation-maximization (EM) algorithm 

can be used to estimate the model parameters, and final 
Bayes decision is applied to classify these data in the 
feature space [5].    

Gray value is an important characteristic for the 
analysis of various types of remote sensing images. It is 
believed that the gray value plays an important role in the 
visual systems for recognition and interpretation of given 
data. Furthermore, texture analysis is an important research 
field in remote sensing image processing, as the texture 
describes the attribution between a pixel and the other 
pixels around it [6]. Texture feature extraction must be 
considered based on a small region, not a single pixel. 
However, texture analysis method has shortcomings, such 
as the edge between different classes may be incorrectly 
classified. Therefore, gray value is adopted as the features 
of the image in this paper. There exist a number of 
dimension reduction methods in the literature; here we 
investigate five dimension reduction methods [7]. These 
methods are the Euclid distance measurement (EDM), the 
discrete measurement criteria function (DMCF), the 
minimum differentiated entropy method (MDE), the 
probability distance criterion (PDC), and the principle 
component analysis (PCA). We reduce the dimensions for 
the purpose that the feature information may not be 
redundant and the convergent speed of estimating the 
parameters of classifiers may be accelerated. Classification 
accuracy is used to assess these methods.  

2 Dimension reduction methods 
In this paper, we focus on comparative studying the 

five methods to reduce the dimensions. These dimension 
reduction methods are described in the following 
paragraphs. Although we can find the theoretic description 
of the first four methods in the reference [7], few 
researchers have applied these theories to real applications. 
When the first four methods are applied to analyze the 
multispectral remote sensing image, we suppose that the 
original image has D bands, and the bands reduced into d 
dimensions after data dimension reduction. We can define 
the original feature data vector as y, the transformed data 
vector as x, where [ ]T

1 2, , , Dy y y=y , [ ]T
1 2, , , dx x x=x , 

and the transformation formula is: 
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                                    x=WTy .                               (1) 

W is the combination of the d dimension eigenvectors 
of a spectral matrix T, where the eigenvectors are 
corresponding to the first d maximum eigenvalues, and W 
is a D×d dimension matrix. 

2.1 EDM method 
In the method of EDM, W is the combination of the d 

dimension eigenvectors of matrix 1
w bS S− . bS  is the discrete 

measurement matrix among different classes and wS is the 
discrete measurement matrix in the same class [7]:  

                    
1

( )( )               (2)
c

T
w i i i i

i
S PE y yµ µ

=

 = − − ∑   

( )( )
1

                    (3)
c

T
b i i i

i
S P µ µ µ µ

=

= − −∑  

where c is the number of all the classes, iµ is the average 
vector of the ith class, µ is the average vector of all the 
vector data and Pi is the prior probability function of the 
corresponding ith class. Ei is the expectation between the 
vector data and the average vector of the ith class. 

How to compute the transformation matrix W is 
illustrated with following numerical example. 

For example, there are two classes, which have the 
same prior probability.  

The corresponding mean vectors are: 

[ ]1 1,3, 1 Tµ = − , [ ]2 1, 1,1 Tµ = − − .  

The corresponding covariance matrices are: 

1

4 1 0
1 4 0
0 0 1

 
 ∑ =  
  

, 2

2 1 0
1 2 0
0 0 1

 
 ∑ =  
  

 

The mean vector µ  is ( ) [ ]1 2
1 0,1,0
2

Tµ µ µ= + = , the 

discrete measurement matrix among different classes bS  
and the discrete measurement matrix in the same class wS  
computed  respectively as follows: 
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There is only one eigenvalue of 1
w bS S− , so W=w. 

Then 1
w bS S w wλ− = , or ( )( )1

1 2 1 2
1
4

T
wS w wµ µ µ µ λ− − − = . 

In this equation, ( )1 2
1
4

T wµ µ−  is a scale value, so 

( ) ( )T1
1 2

1 1,5, 8
4ww S µ µ−= = − = −W .  

2.2 DMCF method 
For the DMCF method, W is the eigenvector system 

of the matrix T. For the sum matrix between every two 
classes, T is described as the following equation: 

                         ( )1 1

1 1
                     (4)

c c

i j ij
i j

M− −

= =

= ∑ +∑∑∑T  

i∑ , j∑ are the covariance of the ith and jth classes, 
and the covariance can be described as 

                 
( ) ( ){ }

( )( )
0

1 - -                 (5)

T

j j j

l T

i j i j
i

E y y

y y
l

µ µ

µ µ
=

∑ = − −

= ∑
 

( )( )T
ij j i j iM µ µ µ µ= − −  ; iµ and jµ are the mean 

vectors of the ith and jth classes, respectively.  
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2.3 MDE method 
For the MDE method, T is the differentiated entropy. 

For two classes, 

                     ( , ) ( , )                      (6)V p q V q p= +T  

where ( , )V p q is the relative entropy, the definition of 
which can be described as the following: 

 [ ]( , ) ( ) log ( ) ( )         (7)i i iV p q p y p y q y= −∑   

( )ip y , ( )iq y are the distributed prior probability 
functions of the two classes. On the assumption that, for 
remote sensing image, the prior probability is the gray 
value when it is read by using the computer machine. And 
Equation 6 can be written as 

        
( , )

( ) log ( ) ( ) log ( )          (8)

( ) log ( ) ( ) log ( )
i i i i

i i i i

p q
p x p x q x q x

p x q x q x p x

=
− −

+ +
∑ ∑
∑ ∑

T
 

For more than two classes, T becomes 

( )
1 1

( , ) ( , )  .            (9)
c c

i j j i
i j

V p p V p p
= =

= +∑∑T  

where T means the summation of all the two different 
classes’ relative entropy. 

2.4 PDC method 
For the method of PDC, generally W is the 

combination of the d dimension eigenvectors of the 
eigenvector system 1

2 1
−= ∑ ∑T  where 1∑ , 2∑  are the 

covariance matrices of the two classes, respectively. Here, 
system T is supposed as the following hypothesis: the mean 
vectors of every class are equal.  

If the mean vectors are not equal and the covariance 
matrices are equal which are described as ∑ , then the 
eigenvector system T can be described as the following 
equation: 

( )1
2 1                     (10)µ µ−= ∑ −T  

For more than two classes, the eigenvector system T 
can be written as  

 1

1 1
                       (11)

c c

j i
i j

−

= =

= ∑ ∑∑∑T  

2.5 PCA method 
For the method of PCA, we can refer to the definitions 

in reference paper [8]. And the transform formula is 
x=WT(y-m); W is the combination of the d dimension 
eigenvectors of the covariance of the image, in which the 
corresponding eigenvalues are the maximal ones. And W is 
a D × d matrix and m is the data mean vector. 

From the detailed description of each dimension 
reduction method, we can know that except the PCA 
method, all the other methods need to assign each pixel to a 
class label at first. However, usually we have little prior 
knowledge about of each pixel’s class membership. In 
order to resolve this problem, we adopt the random sample 
method, which means we can first assign each pixel to a 
class randomly. 

3 Experiments 
In order to speedup the convergent rate while 

estimating the parameters, we use the gray histogram 
method to initialize the mean vectors and the covariance 
matrices. However, if an image contains many classes, the 
peaks of the histogram are not distinct from each other. It is 
very difficult to determine which classes the peaks in the 
histogram should belong to and to find proper parameters 
for initialization before applying the EM algorithm. In this 
case, only random initialization parameter method can be 
adopted. 

How to judge whether the feature extraction methods 
are good or not? In this paper, under the same classification 
circumstance we assess the feature extraction methods by 
using the classification accuracy. For the same testing data, 
if the classification accuracy is the highest, we think this 
feature extraction method is the best. 

The finite mixture model is adopted to analyze the 
multispectral remote sensing images and the Expectation-
Maximization (EM) [9] algorithm is used to estimate the 
parameters. With this iterative EM algorithm, the mixture 
parameters can be estimated until the likelihood function 
reaches a local minimum value. 

Redner [2] has proved that the EM algorithm was 
convergent and assured likelihood function could be close 
to a local minimum value. Perhaps there are many local 
minimum values for a given function. In this paper, the 
parameters are adopted when the local minimum values 
reach the smallest one.  

With the pre-assigned classification region number k, 
the posterior probability can be described as: ( )1 iP j x= , 

( ) ( )2 ,i iP j x P j k x= = , we use Bayes decision 
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( )* arg max ij P j x=  to classify ix  into cluster *j . This 
procedure is called Bayesian probabilistic classification. 

The unsupervised classification method is adopted 
because we can get better results in the case where there is 
a lack of prior knowledge about remote sensing images. 

The testing remote sensing images are from the 
database of platform Landsat-5, which was launched on 
March 1 in 1984 by USA, and the remote sensor was 
thematic mapper (TM). For the 6th band the resolution is 
120 meters, and for other bands, the resolution is 30 meters. 
All the data are TM images of Beijing, China in 1996 and 
all the data can be classified at least two classes including  
water and other geographical objects. Then the original 
remote sensing data have 7 bands, and for better and easy 
clustering, only  3  bands are used after processing features. 

In this paper five simple multispectral remote sensing 
images are adopted as the testing data, the original remote 
sensing images are shown in Figure 1, and the 
classification accuracies can be seen in Table 1. Figure 2 
and Figure 3 are the graphic display of the accuracies of all 
the feature extraction methods investigated in this work. 

 

 

Figure 1. The original remote sensing images 

 

 

Figure 2. Comparison of different methods  

 

Figure 3. Comparison of different data sets 

Table 1．  Classification accuracies 

Methods EDM DMCF MDE PDC PCA 
Data1 94.17% 94.04% 91.74% 91.23% 93.80% 
Data2 98.31% 98.37% 99.19% 96.83% 95.28% 
Data3 97.13% 92.45% 90.68% 97.13% 96.04% 
Data4 99.33% 92.54% 95.43% 99.33% 97.14% 
Data5 96.89% 94.62% 96.18% 96.89% 96.14% 

 

Table 2． Rank of the feature extraction methods  

Methods EDM DMCF MDE PDC PCA 
Data1 1 2 4 5 3 
Data2 3 2 1 4 5 
Data3 1 4 5 1 3 
Data4 1 5 4 1 3 
Data5 1 5 3 1 4 

Average 1.4 3.6 3.4 2.4 3.6 
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From figure 2, we can know that: 

For all of the dimension reduction methods, the 
classification accuracies are higher than 90% regardless of 
data set, which validate the effectiveness of investigated 
methods.  

From the results we can find that the features of Data4 
are obviously better extracted when using the EDM, DMCF, 
MDE, PDC and PCA methods. In other words, for the same 
feature extraction methods, the effectiveness is data 
dependent. In the experiments, using the Data2 and Data4 
can get higher classification accuracy than other data set.  

By analyzing Figure 3, Table 1 and Table 2, we can 
get following points: 

For Data1, the features extracted with the EDM 
method are suitable to cluster, and the classification 
accuracy is 94.17%. For Data2, the MDE method is the 
best and the classification accuracy is as high as 99.19%. 
For Data3, the EDM or PDC method are the same in  
feature extraction  and the classification accuracy can reach 
to 97.13%. For Data4, the classification accuracy is 99.33% 
based on the EDM or PDC method. Finally for Data5, 
96.89% classification accuracy is obtained based on EDM 
or PDC feature extraction method. 

In summary, the EDM and PDC methods are better 
than the other dimension reduction methods for all data sets 
used in this paper. For the same testing image, with the 
EDM and PDC methods, especially with the EDM method, 
we can get better features for classification. When 
extracting the features of multispectral remote sensing 
images, the EDM and PDC methods should be chosen 
firstly.  

In practical applications,  if obtained remote sensing 
image has a similar data structure to that of Data3, Data4 or  
Data5, when extracting the key features of the image, it is  
suggested that the EDM or PDC method should be 
considered firstly. If the data structure is similar to that of 
Data1, first of all we should choose the EDM method. But 
if the data structure is similar to that of Data2, the MDE 
method is the best one for the purpose of extracting the key 
features. 

4 Conclusions 
In this paper, five feature extraction methods are 

comparatively studied. The results may be different with 
different data sets, but as a whole the EDM and PDC 
methods are better while extracting the key features of the 
multispectral remote sensing images. Occasionally, MDE is 
also a better method to extract the key features, and the 
DMCF and PCA methods are the worst ones among all of 
the five feature extraction methods. Therefore, when 
classifying the remote sensing images, we suggest that the 

EDM or PDC method should be used to extract the features 
in order to obtain higher classification accuracy. 
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