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Abstract—Aircraft recognition aims to identify an aircraft type
from its external appearance, serving as a vital task in the
military field. The development of photography equipment
allows technicians to collect images of the aircraft with rich in-
formation over a variety of scales and resolutions in a convenient
way. However, these images are taken from different light and
viewing angles, leading to the aircraft’s various shapes, radia-
tions, and colors. Such variance raises challenges for automated
aircraft recognition techniques. This paper proposes an accu-
rate and robust automated aircraft recognition technique based
on Vision Transformers (ViT) to resist the variation carried by
visual images. In particular, the self-attention mechanism in
the ViT can better models the long-range dependency of pixels,
compared with the existing convolutional neural network (CNN)
approaches. We evaluate the effectiveness of our approach on
a publicly available benchmark FGVCAircraft over multi-level
granularity categories. The suggested ViT model achieves an
overall Precision@1 of 0.915, outperforming other baselines,
especially in images with complex variations.
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1. INTRODUCTION
Aircraft recognition is visually recognizing and identifying
different kinds of airplanes. The task is regarded as a vital
military skill to recognize friendly or hostile aircraft, so
as to apply prompt military strategies. Moreover, aviation
enthusiasts who usually come to the airport to view aircraft
should employ aircraft recognition skills if they want to know
the specific aircraft category. An aircraft expert can identify
the category based on aircraft characteristics. For example,
ATR42 (Figure 1) is characterized by the short landing gear,
the large vertical stabilizer, and the curved leading edge
equipped with two bents.

However, such human-based aircraft recognition is not flex-

978-1-6654-9032-0/23/$31.00 ©2023 IEEE

Figure 1: An example of the aircraft AST42

ible enough and thus necessitates an automated recognition
approach. Firstly, human-based aircraft recognition relies
highly on domain knowledge that only a few experts have.
Many experts are required if we want to identify or monitor
thousands of aircraft. Secondly, images of an aircraft are
taken from different lights and viewing angles, leading to
various aircraft sizes, shapes, and colors. Consequently, these
variances raise difficulties for human to recognize. An accu-
rate, and intelligent aircraft recognition approach is inspired
to reduce the burden of labor and to resist the variations
brought by photo shooting.

Although many techniques have been proposed for image-
related tasks [1, 2], the specific scenario in the aircraft area
raises new challenges and uncertainties for applying these
techniques. First, aircraft recognition is more challenging
than classical image classification. Instead of the conven-
tional image classification task that asks models to classify
images into coarse-grained categories according to their con-
tent (e.g., dog, cat, airplane), aircraft recognition requires the
model to identify the fine-grained types (e.g., Boeing 727,
Boeing 767, CRJ-200). Intuitively, the discrepancy between
“dog” and “airplane” is much more significant than “Boeing
727” and “Boeing 767”. Therefore, a promising aircraft
recognition model should extract more representative, high-
level, descriptive features in one category and distinguish
them from other types.

Moreover, aircraft recognition can be treated as a multi-level
hierarchical classification problem, as different scenarios may
concern different granularity of aircraft types. For instance,
certain aerospace industry manufacturers are likely to focus
on the difference between aircraft produced by different
manufacturers (e.g., Boeing, Airbus, and ATR). Therefore,

1

20
23

 IE
EE

 A
er

os
pa

ce
 C

on
fe

re
nc

e 
| 

97
8-

1-
66

54
-9

03
2-

0/
23

/$
31

.0
0 

©
20

23
 IE

EE
 |

 D
O

I: 
10

.1
10

9/
AE

RO
55

74
5.

20
23

.1
01

15
89

5

Authorized licensed use limited to: Chinese University of Hong Kong. Downloaded on November 23,2023 at 10:03:53 UTC from IEEE Xplore.  Restrictions apply. 



a manufacturer-level identification is sufficient for usage.
Nevertheless, a variant-level (e.g., Boeing 707-320, Boeing
737-200, and Airbus 310) recognition is required for com-
mercial usage to support air control operations, detect landing
aircraft type for verification, and adopt proper air surveillance
actions promptly. Consequently, it is worth investigating the
technique’s performance under such a multi-level hierarchical
classification task.

A series of studies devise deep learning-based approaches to
classify images automatically, which learn features from a
large number of images with corresponding annotations (i.e.,
training phase), followed by predicting the category for an
unseen image (i.e., testing phase). Deep learning-based mod-
els are usually made up of multiple neural layers connection,
whose parameters (i.e., weights) can be learned during the
training phase to fit the given labels. LeCun [3] proposes the
first influential digit recognition LeNet-5 model using convo-
lutional neural networks. Then, GoogLeNet [4] ensembles
inception modules that leverage multi-scale features through
multiple convolutional filter sizes to train the first large net-
work efficiently and wins the visual recognition challenges.
To mitigate the notorious vanishing gradient problem brought
by increasing deep neural networks, ResNet [5] suggests a
“shortcut connection” that skips one or more layers in the
model, which later becomes one of the most popular archi-
tectures in the image classification community. Motivated by
the most recent prosperous Transformer [6] model in natural
language understanding, several studies attempt to adapt the
Transformer for visual understanding tasks, named vision
transformer (ViT). However, it is still unclear how effective
the ViT model is in the aerospace area and how capable it is
in performing multi-level aircraft recognition.

In this paper, we employ a novel vision transformer-based
approach (ViT) to recognize multi-level aircraft types from
images. As Transformer accepts textual data (e.g., the token
sequence in texts), ViT represents a given image by visual
tokens formed by a series of small image patches from the
original image, then predicts the image category. In particu-
lar, ViT firstly divides an image into fixed-size patches, then
embeds these patches, and further incorporates their patch
positional embedding as an input to the transformer encoder
to reconstruct the structure of the image. The designed multi-
head self-attention layer in ViT allows it to capture global
information over the whole image. It forces the model to pay
attention to the informative and helpful part when recognizing
objects. Considering aircraft recognition as a fine-grained
classification task, such a self-attention mechanism and the
patch positional embedding strategy enable our model to
learn high-level features in aircraft images, and benefit the
challenging task.

We evaluate our proposed ViT model for the aircraft recogni-
tion task from two perspectives: (1) how does it perform in
overall aircraft recognition tasks; and (2) how is its effective-
ness in identifying aircraft of multi-granularity. According
to the experimental results, ViT shows its effectiveness by
achieving 0.915 and 0.984 on the top-1 and top-5 precision
for the overall performance, surpassing the existing baselines
by 1% and 0.5%, respectively. Furthermore, the experiments
on multi-granularity settings indicate that ViT is able to reach
0.849, 0.937, and 0.960 precision concerning identifying
aircraft variants, families, and manufacturers, respectively.
Finally, we believe these promising results and findings shed
light on the aerospace community of using Vision Transform-
ers in practice, not limited to automated aircraft recognition,
rockfall detection, meteorite landing prediction, etc.

The rest of this paper is organized as follows. We introduce
the study background and related works in Section 2. We then
introduce our overall ViT methodology for aircraft recogni-
tion in Section 3. Implementation details are illustrated in
Section 4. We display experimental results and discuss them
in Section 5. We conclude our work in Section 6.

2. BACKGROUND
With the tremendous amount of accessible data, deep learning
methods have obtained success in many fields over the past
several decades. Computer vision has become one of the
most prominent areas, which aims to teach computers to
understand visual signals (e.g., images, videos). Applications
in other fields, such as medical image segmentation [7], and
material recognition [8], also benefit from the developments
in computer vision.

Convolutional Neural Network (CNN) shows competitive-
ness in visual recognition tasks (i.e., ImageNet) once it was
proposed by LeCun. LeNet5 [3] is an initial CNN network
for digit recognition, but its simple architecture constrains
its performance on a large-scale real-world dataset. Then,
AlexNet [9], with a deeper and larger architecture of eight-
layer CNNs, is proposed to be a leading architecture for ob-
ject detection tasks, winning a large-scale visual recognition
challenge. Afterward, VGG [10] firstly suggests the idea of
the block, which is comprised of a small sequence of convo-
lutional layers and activation functions. Blocks are connected
with nonlinear transformations, preventing the network from
a multi-layer spacial resolution vanishing problem. As
researchers find deeper networks are more expressive and
powerful for visual feature learning than shallow ones, a new
challenge emerges: adding too many layers causes gradient
vanishing when optimizing the neural networks and further
deteriorates model performance. To solve this challenge,
ResNet [5] is built with an innovative idea of stacking mul-
tiple identity mappings and creating a “shortcut connection”
to skip one or more layers so that the model is easier to fit
data. DenseNet [11] further enriches the connectivity pattern
and the concatenation operation ways between layers while
preserving features from earlier layers. While CNN shows
a solid ability to capture image patterns, the vast success of
Transformer [6] in natural language understanding catches
people’s eyes. Researchers attempt to employ the sequential
model Transformer for image processing in order to gain
the advantage from its unique self-attention mechanism and
efficient parallel computation strategy. The basic idea is to
divide the image into small patches and then sequentially
feed them into the Transformer architecture. Nevertheless,
how the vision transformer architecture brings benefits to the
aerospace community has been unexplored. Hence, our paper
fills this gap by extensively investigating aircraft recognition
tasks via a vision transformer model.

3. METHODOLOGY
In this section, we present how we leverage ViT-based
method to recognize multi-level aircraft types from images.

Overview

We show the overview of our method in Fig. 2. Given an im-
age, unlike traditional CNN-based methods that directly input
it into the model, we first cut the image into several small
fixed-size patches. These small fixed-size patches are like
the “words” in the “sentence”, which embrace the sequential
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Figure 2: The structure of vision Transformer

Figure 3: The structure of attention mechanism

nature of Transformers. We then encode each patch into a
vector with linear projection. As each patch itself does not
contain information about the location in the original image,
we add a position embedding along with the patch embedding
to represent a patch. After encoding an image with a sequence
of vectors, we can leverage the basic Transformer to complete
the classification task. A Transformer takes an input sequence
and outputs a [CLS] head vector representing the whole input
sequence. Finally, we train a linear classifier based on the
head vector output by the Transformer to classify an aircraft
image into an aircraft category.

Attention Mechanism and Transformer

As our method is based on Transformer, we first describe
the technical details of the attention mechanism and basic
Transformers. Attention [12] is firstly proposed in the neural

machine translation (NMT) task. By integrating attention,
many models such as CNN and RNN achieve better per-
formance in this task. However, it is still hard to capture
long-term dependencies in sentences. For example, CNN-
based methods require a very deep network architecture with
many layers to capture long-term dependencies, leading to
high computational costs. Transformer [6] is then proposed to
address this problem. Without complicated network design,
Transformer completely relies on the attention mechanism to
encode sentences and shows superior performance on many
tasks such as neural machine translation [13–16], language
modeling [17–19], etc.

We show the Scaled Dot-Product Attention mechanism [6]
used in Transformer in the left of Fig. 3. The input of an
attention block is three matrices: query Q, key K, and value
V . They can be generated by a simple neural network from
the input sequence. The calculation of output in an attention
block follows Equation.1. The dot products of Q and V are
divided by the square root of dk, where dk is the dimension
of the queries. Then the result is sent to a softmax function
to generate the weights and multiplied with V to get the final
weighted values.

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

The calculation of Scaled Dot-Product Attention is a step
further than Sot-Product Attention. The dot products of Q
and V are divided by the dimension before feeding into
the softmax function. This is to prevent a large dimension
of queries from generating large dot products, thus making
softmax function focus on regions with small gradients.

Since Scaled Dot-Product Attention is found effective in
capturing high-level features of input sequences, Transformer
employs a multiple attention mechanism [6], which is called

3
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Figure 4: A basic Transformer block

multi-head attention. We show the structure of multi-head
attention in the right of Fig. 3. The calculation of multi-head
attention follows Equation. 2, 3.

MultiHead(Q,K, V ) = Concat(Head1, ...,Headh)W
o

(2)

Headi = Attention(QWQ
i ,KWK

i , V WV
i ) (3)

Compared with single Q,K, V matrices in Scaled Dot-
Product Attention, in multi-head attention with h heads, the
three matrices are projected h times with different and learned
linear layers. The h sets of matrices are then fed into h Scaled
Dot-Product Attention blocks to generate h weighted values.
These h weighted values are concatenated and go through a
linear layer to get the final attention value.

Transformer is built upon multi-head self-attention. We show
the architecture of a basic Transformer block in Fig. 4. A
Transformer can include N repetitive Transformer blocks,
depending on the requirements of specific tasks. As seen in
Fig. 4, a basic Transformer block consists of a multi-head
self-attention layer and a linear feed-forward layer, along with
several normalization layers and residual layers. The calcula-
tion of multi-head self-attention layer follows Equation. 2, 3.
The forward feed layer consists of two linear layers with
RELU activation. Its calculation follows Equation. 4

FFN(x) = max(0, xW1 + b1)W2 + b2 (4)

Image Encoding with Transformer

Transformer-based models used in natural language process-
ing (NLP) tasks usually accept a word sequence, while in this
task, our input is a single image. To generate sequence inputs
from images, we follow the processes in ViT paper [20] and
cut the image into several fixed-size patches. Specifically,

given an image x ∈ RH×W×C , where H × W is the
revolution of the image and C is the number of channels,
we cut it into N patches with revolution of P × P , where
N = H×W

P×P . We note the patch as xp ∈ RP×P×C so
that x = [x0

p;x
1
p; ...;x

N
p ]. Note that like the [CLS] token in

sentences, here we add a special patch x0
p at the beginning

of the sequence. We also record the location of each patch
in the original image as the position embedding. Since
Transformer requires a constant dimension D for vectors
going through different layers, there is a linear projection
layer to process the patches before feeding them into the
Transformer. Therefore, the embedding of the original image
can be calculated as Equation. 5.

z0 = Embedding(x) = [x0
p;x

1
pW ; ...;xNW ] +Wpos (5)

In Equation. 5, W ∈ R(P ·P )×D is the projection matrix for
patches and Wpos ∈ R(N+1)×D is the projection matrix for
position embedding. Given Embedding(x), we feed it into
the Transformer. Suppose Transformer contains L blocks as
in Fig. 4, it conducts the calculations in Equation. 6, 7 for L
times.

z′l = MultiHead(LayerNorm(zl−1)) + zl−1 (6)

zl = FFN(LayerNorm(z′l)) + z′l (7)

y = LayerNorm(z0L) (8)

Finally, we take the first element of the hidden vector output
by the last Transformer block as the representation of the
whole image, as shown in Equation. 8. This is similar to NLP
tasks that take the encoding output of the [CLS] token as the
representation of the entire input sentence.

With the representation y of the input image x, we then
implement a linear classifier to classify the aircraft image
into aircraft categories. We show this classification process
in Equation. 9.

o = argmax(Wcy + b) (9)

Suppose there are M categories of aircraft, we design a
simple linear layer with input y and output the probabilities
of each category the aircraft may belong to. Last an argmax
function is invoked to select the category with the highest
probability as the result.

4. IMPLEMENTATION
In this section, we elaborate on the implementation details of
our experiments. Our ViT model is realized by Timm [21],
one of the most popular PyTorch image libraries for research
purposes.

4
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Pretrained Model

Following previous studies, we fine-tune the pre-trained
model (with learned parameters) in our aircraft recognition
dataset instead of re-training a new one. This is because
the evidence suggests that pre-training on large-scale image
datasets enables the model to preserve transferrable knowl-
edge for new tasks [22]. In particular, we selected the pre-
trained model from Image-21K.

Hyper-Parameters

In our proposed ViT model, we set the patch size to be 16,
so an aircraft image will be split into multiple 16*16 patches.
The learning rate is 1e-3 with a decay rate of 0.99, so the
learning rate decreases along the training epochs to accelerate
model convergence. We also employ data augmentation
techniques described in Auto Augmentation [23] to enrich
the small training dataset. The ViT model is optimized by
stochastic gradient descent (SGD) with a batch size of 16. In
total, the base ViT model has 85,875,556 neural parameters
for learning.

Computational Resources

All experiments are conducted in Intel(R) Xeon(R) CPU
E5620 @ 2.40GHz machine with 48GB memory under the
system 64bit CentOS 7. The computation is accelerated by
4 Nvidia TITAN V GPU. On average, training an epoch
over the whole dataset costs approximately 2 minutes in our
machine.

5. EXPERIMENTS
This section introduces our experimental details, including
the dataset, baselines, and metrics, then displays our exten-
sive experimental results with findings and analysis.

Experimental Details

(1) Dataset

Similar to previous research, we chose the classical aircraft
recognition dataset, FGVCAircraft [24], in our study. The
FGVCAircraft dataset includes 10,000 images in total, of
which 3,333 are for testing and 6,667 for training and vali-
dating.

For each image, it provides three-level granularity annotation
illustrated as following, from finer to coarser.

• Variant. A group of aircraft within the same pilot type
rating belongs to the same variant. It is the finest distinction
level that is visually detectable.
• Family. An aircraft family gathers variants with slight dif-
ferences. For example, the family of “Boeing 737“ contains
variants including 737-200 and 737-300.
• Manufacturer. A manufacturer including a group of aircraft
families that are fabricated by the same company.

Taking Figure 5 as an example, the aircraft are labeled with
A330-200 (variant), A330 (family), and Airbus (manufac-
turer). In summary, the dataset contains 100 distinct variants,
70 families, and 30 manufacturers. It covers a wide range of
typical aircraft, demonstrating the representativeness of this
dataset.

(2) Baseline

• ResNet [5]. ResNet is initially proposed for resolving

Figure 5: An example of an aircraft in A330-200 variant,
A330 family, and Airbus manufacturer.

Table 1: Overall performance of ViT comparing to base-
lines. The Avg. is calculated by the average performance
accross three-level granularities.

Approach Avg. Precision@1 Avg. Precision@5
Random 0.019 0.096

ResNet-18 0.852 0.970
DenseNet 0.900 0.979

Inception-v4 0.905 0.984
ViT 0.915 0.984

the gradient vanishing problem with the increasing layers in
neural networks. Its “shortcut connection” design to bypass
layers extended its expressiveness and won the large image
recognition challenge at that time.
• DenseNet [11]. DenseNet is a typical design for the con-
volutional neural network that utilizes (dense) connections
between layers. In this way, each layer can directly calculate
its gradients from the loss function instead of via propagating.
• Inception [25]. Inception is a milestone in CNN devel-
opment in the way that it designs dedicated and complex
methods to chain the CNN layers instead of simply stacking
them. In particular, we select the latest Inception-v4 with the
best performance from the Inception family.

(3) Metric

Following previous image recognition studies, we use Preci-
sion as the evaluation metric, which calculates how a model
can accurately classify the percentage of the images. We
especially report Precision@1 and Precision@5, which refers
to top-1 and top-5 prediction accuracy, respectively.

In order to investigate multi-level granularity scenarios, we
also report both the overall performance and multi-level gran-
ularity performance, that is, variant-level (e.g., Boeing 737-
700), family-level (e.g., Boeing 737), and manufacturer-level
(e.g., Boeing), ordered from finest to coarsest.

Experimental Results and Findings

We present our experimental results and discovered findings
as follows.

Finding 1: ViT outperforms existing baselines concerning the
overall performance.

We are firstly interested in how our ViT model performs
general aircraft recognition tasks. To answer the question, we
train three ViT models corresponding to the three-level clas-
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Table 2: Experimental results of ViT concerning multi-level granuality comparing with baselines.

Variant Family Manufacturer
Approach Precision@1 Precision@5 Precision@1 Precision@5 Precision@1 Precision@5
Random 0.010 0.050 0.014 0.071 0.033 0.167

ResNet-18 0.756 0.949 0.881 0.973 0.919 0.989
DenseNet 0.834 0.965 0.917 0.981 0.949 0.991

Inception-v4 0.841 0.977 0.927 0.982 0.947 0.992
ViT 0.849 0.969 0.937 0.987 0.960 0.995

Table 3: The overall aircraft recognition performance from different model size. ViT-base model is equivalent to the
ViT model mentioned in previous experiments.

Approach # Parameters Training Time/Epoch Avg. Precision@1 Avg. Precision@5
Random - - 0.019 0.096

ViT-small 21,692,614 30 seconds 0.910 0.982
ViT-base 85,852,486 2 minutes 0.915 0.984
ViT-large 303,373,382 10 minutes 0.917 0.985

sifier and report the average Precision@1 and Precision@5
over three granularities.

We present the experimental results in Table 1, where the
ViT model achieves the average Precision@1 score of 0.915,
outperforming all baselines by at least 1%. Concerning
average Precision@5, the latest Inception-v4 generates com-
parable results with our ViT, whereas other baselines are
worse than ours. We attribute ViT’s promising results to
its dedicated self-attention mechanism and positional embed-
ding in its architecture, which enables the strong ability to
capture, preserve, and learn distinct features from different
classes in recognition. In addition, since Precision@1 is
more challenging than Precision@5, we conclude that ViT
is better at completing complex tasks, distinguishing more
minor differences between different aircraft in fine-grained
classification tasks. In a word, the ViT model is shown to
achieve effectiveness in recognizing aircraft and is better than
other existing approaches.

Finding 2: ViT outperforms existing baselines in three-level
granularities.

We then investigate the multi-level granularity classification
performance as different scenarios and applications may re-
quire various granularity labels. Military action may want
accurate and finest variant category, whereas a piece of
manufacture-level information is enough for a business an-
alytic company.

To do so, we compare the ViT model with other automated
aircraft recognition approaches over three-level granularity,
with the result shown in Table 2. It is observed that ViT
excels all other baselines concerning Precision@1 by at least
0.8%, 1%, and 1.1%, at variant-level, family-level, and
manufacturer-level, respectively. Regarding Precision@5,
our ViT model outperforms others at the family-level and
manufacturer-level. The encouraging experimental results
demonstrate the versatility of the ViT model, which benefits
from its convolution complementarity. Previous CNN-based
architecture is only able to capture the relationship between
local pixels. However, Transformer applies a positional em-
bedding operation that can capture the relationship globally
(over the whole image). In this way, the features across
different granularities can be sufficiently studied by ViT and
provide leading results. To sum up, ViT demonstrates its ef-
ficacy in identifying multi-level granularity aircraft, showing
flexibility over multiple scenarios and situations.

Table 4: The overall aircraft recognition performance
from different pretrained model, where ViT-1K is pre-
trained on Image-1K.

Approach Avg. Precision@1 Avg. Precision@5
Random 0.019 0.096
ViT-1K 0.903 0.980

ViT-21K 0.915 0.984

Finding 3: The larger the ViT model is, the longer the
required time to train is, and the better the performance is.

Afterward, we are interested in how the model size will
affect the final results. We apply three different sizes of ViT
models for our evaluation and report their parameter number
(# Parameters), the time required to train an epoch (Traning
Time/Epoch), as well as the performance concerning overall
Precision@1 and Precision@5 in Table 3.

Our experimental results indicate that the performance en-
hances when the model size increases, for example, ViT-
small achieves the Precision@1 score of 0.910; whereas ViT-
base achieves 0.915. However, we also observe that the
computational costs grow when the model becomes larger.
ViT-small model costs 30 seconds to train an epoch, but ViT-
base requires 2 minutes (120 seconds). Hence, there is a
balance between the model performance and training costs
for any ViT application.

Moreover, we recognize that the performance will not sig-
nificantly increase when comparing ViT-large to ViT-base.
This is mainly because of the limited data size. Since
FGVCAircraft only contains 6,667 images for training and
validating, a model too large may cause the data over-fitting
problem and further damage its generalization ability. In
conclusion, choosing the appropriate model size is vital for
aircraft recognition. The selection should consider computa-
tional costs, training costs, and data size.

Finding 4: The pretrained ViT model affects the task-specific
performance.

Last but not least, researchers and companies fine-tune pre-
trained models with very few samples to resolve a task,
instead of training an initial large model from scratch. Since
pre-trained models with learned weights are used in our
study, we look into the impact of these pre-trained models
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on aircraft recognition. To this end, we employ two pre-
trained models from different datasets, ImageNet-1K and
ImageNet-21K, denoted as ViT-1K and ViT-21K (same as
ViT mentioned before). ImageNet-1K includes 1 million
images, and ImageNet-21K contains more than 14 million
images in total.

We report the overall performance from two pre-trained mod-
els in Table 4, and observe that ViT-21K performs much
better than ViT-1K. Moreover, we find that ViT-1K generates
comparable results with Inception-v4 and DenseNet. There-
fore, the larger the pre-trained dataset, the better the ViT can
perform in aircraft recognition. We analyze the advantages of
large-scale pretraining as follows. Intuitively, the prerequisite
knowledge for learning new stuff is helpful for humans.
Similarly, the pretraining material is so important because
it encourages the model to understand the preliminary and
general knowledge so that such knowledge can be transferred
to an unseen task with only a few samples. From these
experiments, we summarize that large-scale pretraining sig-
nificantly improves ViT’s performance on a specific task.

6. CONCLUSION
In this study, we employ a novel vision transformer model
(ViT) to recognize aircraft over multi-level granularity auto-
matically. ViT accepts patches derived from an image and
predicts aircraft category with its superior multi-head self-
attention mechanism and positional embedding strategy. Our
extensive experiments demonstrate the effectiveness of the
ViT model over multiple scenarios. This paper draws four
findings from the experiments and provides discussions and
suggestions when applying ViT in practical aircraft recogni-
tion scenarios.
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