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ABSTRACT

Community-based Question and Answering (CQA) services
have brought users to a new era of knowledge dissemination
by allowing users to ask questions and to answer other users’
questions. However, due to the fast increasing of posted
questions and the lack of an effective way to find interesting
questions, there is a serious gap between posted questions
and potential answerers. This gap may degrade a CQA ser-
vice’s performance as well as reduce users’ loyalty to the
system. To bridge the gap, we present a new approach to
Question Routing, which aims at routing questions to par-
ticipants who are likely to provide answers. We consider
the problem of question routing as a classification task, and
develop a variety of local and global features which capture
different aspects of questions, users, and their relations. Our
experimental results obtained from an evaluation over the
Yahoo! Answers dataset demonstrate high feasibility of ques-
tion routing. We also perform a systematical comparison on
how different types of features contribute to the final results
and show that question-user relationship features play a key
role in improving the overall performance.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval - search process; H.3.5 [Online Infor-

mation Services]: Web-based services; H.4.m [Information

Systems and Applications]: Miscellaneous

General Terms

Algorithms; Design; Experimentation; Measurement

Keywords

Community Question Answering; Question Routing; Classi-
fication

1. INTRODUCTION
Community-based Question and Answering services (CQA)

have emerged as an effective way for knowledge dissemina-
tion and information seeking. Examples of CQA services
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include Yahoo! Answers1, Google Confucius [29] and Baidu
Zhidao2, as well as more social-oriented newcomers such as
Quora3. By allowing users to ask complex natural language
questions and to answer other users’ questions, users’ in-
formation needs are met by explicit, self-contained answers
instead of lists of Web pages or documents. Thus, CQA ser-
vices have provided a viable alternative to general purpose
Web search [3, 23].

CQA sites such as Yahoo! Answers and Baidu Zhidao have
archived hundreds of millions of questions, whereas these
sites continue to receive a large number of questions [1].
However, due to the fast growth of the number of posted
questions in CQA services, users might not get their posted
questions resolved in a short period. We randomly sampled
3, 640 questions from one popular CQA service Yahoo! An-
swers, and kept track of the status of the questions. These
3, 640 questions were sampled from 26 first-level categories of
Yahoo! Answers, with 140 questions in each category. After
one day, we observed that only 434 (11.95%) of questions got
resolved, and 726 (19.95%) questions in total got resolved in
two days. This finding shows that a large number of posted
questions cannot get resolved in a short period. Similar
problem was also found in previous research works [18, 32].
As a result, some users may not post new questions but re-
ply on other means of finding information if they cannot get
their questions resolved during a reasonable time period.

Due to the lack of an effective question routing mecha-
nism, a user is easily overwhelmed by the large number of
open questions, and cannot easily find questions he/she is
interested in answering even if he/she is willing to contribute
his/her knowledge. Thus, there is a serious gap between the
existing open questions and potential answerers. To bridge
the gap, we present a new approach to Question Routing,
which aims at routing open questions to suitable CQA users
who may answer these questions. Question routing boasts
several benefits. From the seeker’s perspective, it can re-
duce the time lag between the time a question is posted
and the time it is answered, and it can potentially increase
the asker’s satisfaction to CQA services [24]. In return, the
asker may be more willing to contribute knowledge to the
CQA service in the future. From the answer provider’s per-
spective, because he/she will receive questions he/she is in-
terested in instead of a large number of unfiltered questions,

1http://answers.yahoo.com
2http://zhidao.baidu.com
3http://www.quora.com
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the answerer would become more enthusiastic in providing
answers. From the CQA system’s perspective, by linking
open questions with suitable answerers, the CQA system
could fully leverage users’ answering passion, leading to the
improvement of the CQA system, as well as the boost of the
user’s adhesiveness and loyalty to the system. In addition,
because CQA services share a lot of properties with other
social media systems [2], the knowledge unraveled can be
ultimately applied to improving the performance of other
social media applications.
In this paper, we consider the problem of question rout-

ing as a classification task, and develop a variety of local
features which capture different aspects of questions, users,
and their relationships. In addition, motivated by Cao et
al. [7] that categorization information can be leveraged to
improve question retrieval in CQA services, we further de-
velop several global features to enhance the classification
ability. More specifically, our contributions include:

∙ Proposing a classification-based approach to question
routing in CQA services.

∙ Developing and evaluating a variety of local features,
including question features, user history features, and
question-user relationship features.

∙ Developing several global features, and integrating them
with local features to further enhance the classification
performance.

∙ Evaluating results over a real world dataset, indicating
the derived features are essential for the classification
task.

The rest of the paper is organized as follows. We intro-
duce the question routing problem and present the features
we have developed in Section 2. Experimental results are
reported in Section 3. We discuss related work in Section 4,
and conclude the paper in Section 5.

2. THE QUESTION ROUTING PROBLEM

2.1 Problem Definition
We consider the question routing problem as a classifica-

tion task, and the definition is as follows:

Question Routing Problem: Given a question and a user
in CQA, determine whether the user will contribute
his/her knowledge to answer the question.

The reason we employ a classification approach is that we
could find out what kinds of features are essential to ques-
tion routing, and the knowledge is also valuable to other
approaches. Classification approaches are commonly em-
ployed in analyzing CQA services [2, 12]. We believe that
this definition captures two key entities of question rout-
ing problem, namely the question and the user. Therefore,
our approach can be directly employed to route questions to
suitable answerers.

2.2 Feature Investigation
Given a question and a user, we derive a variety of lo-

cal features and global features. In addition, features in-
vestigated in this paper commonly exist in popular CQA
services.

2.2.1 Local Features

Given a question and a user, we first develop a variety of
features organized around these two key entities: question
features, user history features, and question-user relation-
ship features. Features introduced here are referred to as lo-
cal features, because only local information about question,
user history and question-user relationships are needed. The
complete list is reported in Table 1.

Question: This group includes features about the question,
such as the length of the title (subject), the length of
the detail, and the 5W1H question type (why, what,
where, when, who, how).

User History: Because users’ history would have implica-
tions for users’ interests and behaviors in CQA ser-
vices, this group contains features describing users’ his-
tory. We include users’ profile features such as member
since, total points, etc. We also employ users’ question
and answering behaviors such as number of answers
provided, number of best answers provided, number of
questions asked, etc. In addition, features indicating
whether a user is enthusiastic in answering questions
are included, such as the ratio of the number of answers
provided and the number of questions asked.

Question-User Relationship: This group captures the re-
lationship between a question and a user. We employ
features adapted from the existing CQA service, such
as whether the user is a top contributor in the category
the question belongs to. We also include surrogate fea-
tures that measure the extent the user is interested in
the category the question belongs to, such as the ratio
of the number of answered questions in the category
the question belongs to and the number of answered
questions. In addition, we adopt features describing
the similarity of the question’s language model and
the user’s language model, for example, we measure
the KL-divergence between the current question’s ti-
tle/detail and all the questions’ title/detail the user
has provided answers.

2.2.2 Global Features

Besides the local features developed above, we also design
several global features to enhance the classification perfor-
mance. These features are referred to as global features
because they take into account the global information of
the CQA service. In a CQA service, typically a question
belongs to a certain category, and questions in the same
category would discuss similar topics and are very likely to
be semantically related [7, 18]. Thus, we believe that incor-
porating the global information would act as the smoothing
effect and improve the robustness of the classification algo-
rithm. The complete list is reported in Table 2.

Question: This group includes category-level features that
could smooth each question such as average title length
and average detail length. In addition, this group also
contains the feature that could measure whether the
question is representative in the category, such as the
KL-divergence of the question title/detail with respect
to other questions in the same category.

User History: This group of features are used to capture
uniqueness of a user. For example, features such as the
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Table 1: Local Features
Feature Description

Question
Q: Title length Length of the question title (subject).
Q: Detail length Length of the question detail.
Q: 5W1H-type 5W1H of the question (why, what, where, when, who and how).

User History
UH: Member since How long the user has registered in the CQA service.
UH: Percentage of best answer Percentage of answers selected as best answers among all answers

the user has provided.
UH: Total points Total points the user has gained.
UH: # of answers # of answers the user has provided.
UH: # of best answers # of best answers the user has provided.
UH: # of asked questions # of questions asked by the user.
UH: # of resolved questions # of questions get resolved of the user.
UH: # of stars received # of stars the user received.
UH: Answer/question ratio # of answers provided/# of questions asked.
UH: Best answer/question ratio # of best answers provided/# of questions asked.

Question-User Relationship (The category means category the question belongs to.)
QU: Top contributor Whether the user is recognized as a top contributor in the category.
QU: Ratio of answered question in the category # of answers provided in the category/# of answers provided.
QU: Ratio of best answered question in the category # of best answers provided in the category/# of best answers.
QU: Ratio of asked question in the category # of asked questions in the category/# of asked questions.
QU: Ratio of starred question in the category # of starred questions in the category/# of starred questions.
QU: Question’s KL-divergence with the user’s answered Question title/detail’s KL-divergence value with the user’s

questions’ answered questions’ title/detail.
QU: Question’s KL-divergence with the user’s background Question title/detail’s KL-divergence value with the user’s

language model answered, asked, and starred questions’ title/detail.

KL-divergence value of the user’s answered questions’
title and detail with respect to all users’ answered ques-
tions’ title/detail are included.

Question-User Relationship: We hypothesize that the
more similar between the language model of a user’s
answered questions’ title/detail and that of the ques-
tions in a category, the more probable a user would an-
swer the questions from the category. Thus, we include
the feature of KL-divergence value of a user’s answered
questions’ title/detail with questions’ title/detail in
the category the given question belongs to.

3. EXPERIMENTS

3.1 Classification algorithm
Support vector machines (SVM) [11] are widely used in

many classification tasks due to its robustness in the pres-
ence of noisy data. In this paper, SVM was employed as
the classification method to investigate the utility of derived
features. Each feature value was scaled to the same range.
More specifically, libsvm [9] with linear kernel was engaged.
The reason we employed the linear kernel is that we could
rank features’ importance by sorting the absolute weight
values of the SVM model, and the weight value of the j-th
feature could be calculate according to Eq. (1),

wj =

n∑

i=1

�iyix
j

i , (1)

where n is the number of training samples, �i is the support
vector, yi is the label, and xj

i is the value of j-th feature of
observation xi.

3.2 Evaluation Metrics
The task in the paper is a two-class classification prob-

lem, but we focus on the positive class, which means given a
question-user pair, the user would answer the question. For
the question routing problem, it is more important to have
higher certainty about the positive class so that questions
could be routed to suitable answerers effectively. We mea-
sure the Precision, Recall and F1 for the positive class, and
the overall Accuracy for both classes.

Precision: the fraction of the predicted positive question-
user pair that were indeed observed in the data.

Recall: the fraction of all answered question-user pair that
were correctly predicted by the system.

F1: the geometric mean of Precision and Recall measures,
computed as 2PR/(P +R).

Accuracy: the overall fraction of instances classified cor-
rectly into the proper class.

3.3 Datasets
Our data was crawled from the popular CQA service Ya-

hoo! Answers during year 2009. The initial board categories
to start the crawl were “Cars & Transportation”, “Comput-
ers & Internet”, and “Consumer Electronics”. We recorded
all the user ids we found until the total number of users was
50, 000. We then crawled all these 50, 000 users’ profile pages
and found 42, 517 users were valid. A user was considered
as valid if the following two conditions were satisfied: (1)
the user still exists in the system; (2) the user sets his/her
“Answers” page to be public and the user has answered at
least one question. Among the 42, 517 valid users, we ran-
domly sampled 3, 500 users, and systematically crawled their
“Answers” page, “Questions” page, and “Starred Questions”
page. The statistics of the crawled 3, 500 users is presented
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Table 2: Global Features
Feature Description

Question
Q: Average title length Average title length in the category the question belongs to.
Q: Average detail length Average detail length in the category the question belongs to.
Q: Question’s KL-divergence value with the category Question’s title/detail’s KL-divergence value with

this category’s questions’ title/detail.

User History
UH: KL-divergence value of the user’s answered questions KL-divergence of the user’s answered questions’ title/detail

with all answered questions with all answered questions’ title/detail
UH: KL-divergence value of the user’s background language KL-divergence of the user’s answered, asked, and starred

model with all users’ background language model questions with all users’ answered, asked, and starred questions.

Question-User Relationship
QU: KL-divergence value of the user’s answered questions with KL-divergence of the user’s answered questions’ title/detail

questions in the category the question belongs to. with questions in the category the question belongs to.

in Table 3, and in total there are 1, 325, 225 questions from
538 categories answered by these users and 88, 852 questions
asked by these users. From Table 3, we can find the aver-
age number of questions these users answered is much larger
than the average number of questions they asked.

Table 3: Statistics of users
Name Mean

# of answers provided 378
# of questions provided 25
% of best answers 12.34%
# of Total Points 1, 660

After crawling the raw data, we prepared the positive in-
stances and negative instances based on the crawled data.
If a user answered a question, we considered the question-
user pair as positive instance, and if a user asked a question,
we considered the question-user pair as negative instance.
The reason is that if a user asked a question, it might mean
that he/she did not possess the knowledge about the ques-
tion, and this indicates the user was unable to answer the
question. We admit that the procedure of choosing nega-
tive instances is arguable, and we plan to investigate how to
select negative instances more reasonably in the future.
In our experiments, we used the most frequent 1, 000 un-

igram and bigram text features to represent questions’ and
users’ language model, and we employed Porter Stemmer [27]
to stem the words. We adopted the stop word list used by
SMART system [6], but we removed the 5W1H4 words from
the stop word list.

3.4 The Effect of Local Features
We randomly selected 80% samples as training data, and

20% samples as testing data, and the average results of three
rounds were reported. We used 10-folder cross-validation
and employed a grid search on SVM parameter c over values
of 0.0001, 0.001, 0.01, 0.1, 1, 100, 1000 to find the best param-
eter, and 1 is found to be optimal and consequently applied
through out the following experiments.
We first evaluated the performance of groups of local fea-

tures introduced in Section 2.2.1 individually. Table 4 demon-
strates the results of precision, recall, F1 score and accuracy.
It is important to note that we focus on positive class, and
F1 should be considered as the most important metric here.

4who,what,where,when,why and how.

From Table 4, we can find the Question-User Relationship
group of features achieves the best F1 score and Recall. The
result is reasonable because Question-User Relationship fea-
tures capture the user’s performance and interests in the
category of the given question. In addition, Question-User
Relationship features contain the KL-divergence value of the
question and the user’s answered questions, and the KL-
divergence value of the question and the user’s answered,
asked and starred questions. Consequently, this group of
features could capture the semantic relatedness of the given
question and the user, and achieve the best F1 score. In
addition, User History group of features achieve the highest
precision, and this is because some users are quite active in
the system. Given a question and a highly active user, the
user would have very high probability to answer the ques-
tion. According to the power law [1], however, these highly
active users only account for a few percentage among all
users. As a result, the recall rate for User History Group
is relatively low compared with Question-User Relationship
group, and the accuracy could be explained with similar rea-
sons.

Besides the single group of features, we also investigate the
performance of combined groups of features. Since Question-
User Relationship group achieves the best F1, we combine
the other two groups with it separately, and combine all
the local features together. Table 5 presents the results.
From Table 5, we find that the combination of User History
and Question-User Relationship achieves better F1 than the
combination of Question and Question-User Relationship.
This is because User History has the best precision and
Question-User Relationship has the best recall as shown in
Table 4, and the combination could obtain the advantages
of both. The combination of all the local features achieves
the best F1 because the classification method could benefit
from the most complete information.

We also investigate what kinds of features are the most
significant ones among all local features. We rank impor-
tance of these features by sorting the absolute weight values
of the SVM model as introduced before, and the 10 most
significant features for the classification of question routing
problem are listed as follows:

QU Question title/detail’s KL-divergence value with the
user’s answered questions’ title/detail.

QU Question title/detail’s KL-divergence value with the
user’s answered, asked, and starred questions’ title/detail.
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Table 4: Single Group of Local Features

Precision Recall F1 Accuracy

Question 0.5314 0.3896 0.4496 0.5157
User History 0.8278 0.4682 0.5981 0.6805

Question-User Relationship 0.5824 0.935 0.7178 0.6267

Table 5: Combined Groups of Local Features

Precision Recall F1 Accuracy

Question + Question-User Relationship 0.5974 0.9134 0.7223 0.6435
User History + Question-User Relationship 0.7362 0.8275 0.7792 0.7619
Question + User History + Question-User Relationship 0.7418 0.8253 0.7814 0.7655

Top 10 features in Local Features 0.6964 0.8095 0.7487 0.7241

Q Length of the question title (subject).

UH How long the user has registered in the CQA service.

UH Percentage of answers selected as best answers among
all answers the user has provided.

UH # of best answers the user has provided.

UH # of questions get resolved of the user.

UH # of questions asked by the user.

UH Total points the user has gained.

UH # of answers the user has provided.

The first two most important features are in line with
our intuition. Question title/detail’s KL-divergence value
with the user’s answered questions’ title/detail captures the
most accurate semantic relatedness between the given ques-
tion and the knowledge of the user. Besides sharing similar
property with the most important feature, the second most
important feature considers the user’s interests as well by
incorporating factors such as starred questions.
Another interesting finding is that the length of the ques-

tion title is shown to be very important, and this agrees
with the previous finding of other researchers that question
title length could be considered as an important feature to
measure the quality of the question [2]. In other words, a
question of good quality is easier to get answered.
We also investigated the classification performance by em-

ploying only the top 10 features, and the results are shown
in Table 5. We can find that the result of employing the top
10 features is already encouraging.

3.5 The Effect of Local and Global Features
We also evaluated the performances of employing global

features and the combination of local and global features.
The experimental setting was the same with the previous
section, namely 80% samples were randomly selected as train-
ing data, and the remaining 20% samples are considered as
testing data. The average results of three rounds are re-
ported, as shown in Table 6.
From Table 6, we observe that utilizing local features only

achieves the best precision. The reason is as follows: given
a question-user pair, local features could capture both the
question’s and the user’s individual characteristic, as well as
their relationship accurately. Consequently, local features
could obtain the best precision. However, compared with
global features, local features suffer the weakness that the

certainty about the true positive likelihood is not high for
those question-user pairs whose local features’ information
is not sufficient, for example, the user has only answered a
few questions, or the question’s title/detail are very short,
resulting in a relatively low recall compared with global fea-
tures.

By considering the global information, such as category-
level language models, global features achieve the best re-
call. This result is coincide with our intuition that in a
CQA service, questions belonging to the same category are
focused on similar topics and share similar language models.
The effect of global features is quite similar to that in the
smoothing technique [26, 33].

From Table 6, we find that the combination of local fea-
tures and global features promises to maintain the best el-
ements of the two, and the best F1 score is consequently
achieved. In addition, this indicates that local features and
global features could complement each other perfectly. We
rank importance of the features with the same approach of
the previous section, and the 10 most important features are
shown as follows:

Local-QU Question title/detail’s KL-divergence value with
the user’s answered questions’ title/detail.

Local-QU Question title/detail’s KL-divergence value with
the user’s answered, asked, and starred questions’ ti-
tle/detail.

Global-Q Question’s title/detail’s KL-divergence value with
this category’s questions’ title/detail.

Local-UH How long the user has registered in the CQA
service.

Global-Q Average detail length in the category the ques-
tion belongs to.

Local-Q Length of the question title (subject).

Local-UH Percentage of answers selected as best answers
among all answers the user has provided.

Global-UH KL-divergence value of the user’s answered ques-
tions’ title/detail with questions’ title/detail in the cat-
egory the question belongs to.

Local-UH # of best answers the user has provided.

Local-UH # of questions get resolved of the user.
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Table 6: Local Features and Global Features
Precision Recall F1 Accuracy

Local Features 0.7418 0.8253 0.7814 0.7655
Global Features 0.5779 0.8713 0.6949 0.6109
Local + Global Features 0.7279 0.8499 0.7842 0.7689

We can find that both global features and local features
play a crucial role in the classification task. Measured by
KL-divergence, the semantic relatedness of a question and a
user’s previously answered questions is the most important
feature.
KL-divergence value of question’s title/detail with that of

this category’s questions’ title/detail is also considered as a
very important feature. This could be explained as follows:
If a question is quite typical in the category, it would have
higher chance to be answered by users, and this could also
partially explain the reason why CQA services all have well-
structured categories. In this way, users could post their
questions to a suitable category and increase the chance of
the question being answered.
We can also find that, the KL-divergence value of the

user’s answered questions’ title/detail with questions’ ti-
tle/detail in the category the given question belongs to, is
also very important feature. The reason is that normally
a user’s interests and knowledge would focus on a certain
number of categories. This finding explains why the pop-
ular CQA sites such as Yahoo! Answers and Baidu Zhidao
would recognize a few number of users as top contributors
in each category, and some other popular CQA sites such as
Answers.com would provide the category-level Really Sim-
ple Syndication (RSS) feed to enable users to get updates
about questions on certain categories.

3.6 Consistency Analysis
To understand whether the proposed classification ap-

proach is consistent, we varied the size of training data and
testing data, and report the average of three experiments.
Table 7 presents the results of employing only local features,
as well as the combination of local features and global fea-
tures. 20% means we randomly selected 20% data as train-
ing, and left the remaining as testing data. From Table 7,
we can find the combination of local and global features con-
sistently outperform the one with only local features, partic-
ularly, on the most important metric F1. In addition, with
the growth of the size of the training data, the classification
method’s performance on the most important metric F1 in-
creases monotonically. It is also observed in Table 7 that
when varying the size of training data, the performance of
employing only local features is also satisfactory. Consider-
ing the types of local features introduced in Table 1, we can
see the computational cost for obtaining the local features
is not very high, and with the development of the fast clas-
sification methods [10], the findings in this paper could be
quite valuable at the practical level.

4. RELATED WORK
To facilitate answerer access to proper questions, approaches

of question routing have been initiated and developed in
CQA services. Zhou et al. [37] proposed expertise-based
question routing in online forums. Li and King [18] proposed
a language model based framework by combining expertise

estimation and availability estimation. Li et al. [19] pro-
posed category-sensitive language models. However, their
approaches focused on content analysis, and did not inves-
tigate what kind of features are important to question rout-
ing. Horowitz and Kamvar [13] developed a social search en-
gine Aardvark, which routes the question to persons in the
asker’s extended social network such as Facebook. Richard-
son and White [28] studied several prediction problems in
a synchronous social Q&A system. Compared with social
Q&A systems, our work focus on the community in CQA
services rather than the social circles of the asker.

Community-based Question and Answering (CQA) has
become an active area of research. Adamic et al. [1] stud-
ied Yahoo! Answers’ knowledge sharing activity, and they
found that interactions in some categories resemble expertise
sharing forums, while others incorporate discussion. Lou et
al. [25] identified three types of motivations to share knowl-
edge in CQA. Li et al. [20] studied how to identify questions
on twitter. Bian et al. [3] proposed a general ranking frame-
work for factual information retrieval from CQA. In order
to find high quality content, Eugene et al. [2] took the first
step to employ a supervised classification approach to ana-
lyze what kind of features would affect the quality of ques-
tions and answers, and there is subsequent work proposed
by Bian et al. [4] in which the authors developed a semi-
supervised coupled mutual reinforcement framework to find
high-quality answers, questions and users from CQA sites.
Liu et al. [22] proposed a competition-based user expertise
score estimation approach. Wei et al. [30] studied how to in-
tegrate CQA archives with different taxonomies. Our work
is related to above work because these efforts are all in-
tended to improve users’ satisfaction to the CQA service.
While previous approaches focused on how to retrieve high
quality content on the existing CQA site, the proposed ap-
proach in this paper would help the CQA site to generate
more high quality content by routing questions to suitable
users to answer.

Our work is related to but distinct from link analysis and
expert finding. Link-based algorithms PageRank [5] and
HITS [17] were successfully applied in social media to find
experts [15, 16, 34]. However, above approaches only con-
sidered from the user’s perspective, if a particular question
is presented, above approaches could not utilize the specific
characteristic of the current question to determine whether a
user would answer the current question. Thus, previous ap-
proaches could not tackle the question routing problem. The
proposed approach in this paper is different because by con-
sidering question feature, user history feature, and question-
user relationship feature, given a question-user pair, the pro-
posed approach could leverage these features to make a clas-
sification and decide whether to route a question to a user
to answer.

Our work is also related to question search and ques-
tion recommendation. Given a queried question, question
search is to find the questions that are semantically equiv-
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Table 7: Precision, Recall, and F1 of Local Features, and Local+Global Features for varying amount of

training data and testing data.

Precision Recall F1 Accuracy

20%
Local 0.8063 0.4506 0.5781 0.6712

Local+Global 0.809 0.4832 0.6051 0.6846

40%
Local 0.8218 0.4559 0.5865 0.6815

Local+Global 0.8155 0.5029 0.6222 0.6974

60%
Local 0.841 0.5111 0.6358 0.7055

Local+Global 0.8414 0.513 0.6374 0.7064

alent to the queried questions. Jeon et al. [14] first stud-
ied question search problem in CQA services, and they em-
ployed translation model to tackle the problem. Xue et
al. [31] proposed translation-based language model to find
good answers for a user’s question. Zhou et al. [35] pro-
posed phrase-based translation model for question retrieval.
Zhou et al. [36] proposed topic-enhanced translation-based
language model. Momtazi and Klakow proposed trained
trigger language model to address the word mismatch prob-
lem. Recommending questions using the MDL-based tree
cut model was proposed by Cao et al. [8]. Li and Man-
andhar [21] exploited information need for question recom-
mendation. Although these approaches provide an alterna-
tive way to the asker to find out whether there are similar
questions existing before the asker posted the question, they
could not help the asker to solve the problem if the asker does
not find similar questions. By adopting language model fea-
tures from above methods into the classification framework,
the proposed method provides a viable way to help users
solve their questions effectively.

5. CONCLUSIONS AND FUTURE WORK
In this paper, realizing that a large percentage of questions

do not get resolved during a short period and the potential
answerers do not have an effective way to find questions
he/she is capable to answer, we present a new approach to
question routing. We consider the question routing problem
as a classification task, and derive a variety of local features
and global features which capture different aspects of the
question, the user and the relationship between them. We
also analyze the contributions from different sources. Thor-
ough experimental analysis indicates high feasibility of our
approach. Our work opens a promising direction towards
users’ knowledge modeling, personalized question routing,
and can potentially lead to improvements to CQA services.
In the future, we plan to employ a semi-supervised approach
to leverage the large amount of unlabeled data to further
improve the performance of the classification model. We
also plan to investigate whether incorporating the proba-
bilistic aspect into the classification model to combine dif-
ferent types of features would improve the performance.
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