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Abstract. Point-of-interest (POI) recommendation that suggests new
locations for people to visit is an important application in location-based
social networks (LBSNs). Compared with traditional recommendation
problems, e.g., movie recommendation, geographical influence is a spe-
cial feature that plays an important role in recommending POIs. Various
methods that incorporate geographical influence into collaborative fil-
tering techniques have recently been proposed for POI recommendation.
However, previous geographical models have struggled with a problem
of geographically noisy POIs, defined as POIs that follow the geographi-
cal influence but do not satisfy users’ preferences. We observe that users
in the same geographical region share many POIs, and thus we pro-
pose the co-geographical influence to filter geographically noisy POIs.
Furthermore, we propose the Geo-Pairwise Ranking Matrix Factoriza-
tion (Geo-PRMF) model for POI recommendation, which incorporates
co-geographical influence into a personalized pairwise preference rank-
ing matrix factorization model. We conduct experiments on two real-
life datasets, i.e., Foursquare and Gowalla, and the experimental results
reveal that the proposed approach outperforms state-of-the-art models.

Keywords: POI Recommendation · Matrix factorization · Geographi-
cal influence · Pairwise ranking

1 Introduction

Point-of-interest (POI) recommendation has been being driven by soaring devel-
opment of location-based social network (LBSN) services such as Foursquare
and Facebook Places. A typical LBSN allows users to check-in at their locations,
make friends, and share information. POI recommendation in LBSNs aims to
help users explore new and interesting places in a city through an LBSN ser-
vice. When you go shopping, for instance, you can easily find detailed downtown
shopping mall information and nearby food shops using POI recommendation;
and doing so not only improves users’ experiences, but also provides merchants
with new chances to target customers.
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Due to the importance of POI recommendation, various methods have been
proposed to tackle this task [1,8,11–13,18,20]. Inspired by the conventional rec-
ommendation systems, e.g., Netflix’s movie recommendation system, a user-POI
matrix is constructed that treats POIs as items and users’ check-in frequencies
as rating values. Then collaborative filtering techniques are used to recommend
POIs. In addition, geographical influence has been incorporated as an impor-
tant factor into the proposed POI recommendation systems to improve perfor-
mance [1,2,11,16,19]. However, previous models designed to capture geograph-
ical influence have struggled with the problem of geographically noisy POIs.

Existing geographical influence models suffer from the problem of geographi-
cally noisy POIs, as they recommend new POIs that are close to those where the
user has checked-in, depending solely on the user-POI geographical relationship.
Here, we give an example of a geographically noisy POI. Suppose a user likes
to visit shops and restaurants near his/her home, and as such generates many
check-ins at these places. Meanwhile, a hotel is also located near the user’s home.
According to previous geographical influence models, the hotel should be recom-
mended as it is near the POIs where the user has checked-in. However, people
live in their own houses, and do not typically want to visit a hotel nearby. Hence,
the hotel is defined as a geographically noisy POI, which follows the geographical
influence but does not satisfy the user’s preference.

In this paper, we propose the co-geographical influence to address the problem
of geographically noisy POIs. We observe that users acting in the same region
share many POIs. Two students attending the same university, for example,
may not know each other, but may check into many of the same POIs, such as
popular restaurants and night clubs around the university. Each user’s check-in
behavior enhances each shop’s popularity, attracting more people. Inspired by
this observation, we propose the co-geographical influence, which assumes that
users follow similar visiting patterns in close areas.

Furthermore, we propose the Geo-Pairwise Ranking Matrix Factorization
(Geo-PRMF) model to tackle the POI recommendation problem. Inspired
by [19,20], we treat users’ check-ins as implicit feedback and learn the system
via personalized pairwise preference ranking. The preference is implicitly embed-
ded in pairs (checked-in, unchecked-in), with users assumed to have stronger
interest in the checked-in POIs than in the unchecked-in POIs. We exploit the
co-geographical influence to refine the preference pair set, which reduces the com-
plexity cost. Specifically, our model filters the geographically noisy POIs, which
are unresolved in existing geographical influence models [1,11,16].

The contributions of this paper are summarized as follows. First, we propose
the co-geographical influence to overcome the problem of geographically noisy
POIs hindering previous geographical influence models. Moreover, we propose
the Geo-PRMF model, which incorporates co-geographical influence into a per-
sonalized pairwise preference ranking model to learn user preference and per-
forms better than state-of-the-art models.
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2 Related Work

In this section, we first demonstrate the recent progress of POI recommenda-
tion. Then, we show how previous studies have modeled geographical influence.
Finally, we explore how our proposed model relates to the prior work.

POI Recommendation. POI recommendation has attracted intensive acad-
emic attention recently. Most of the proposed methods have used collaborative
filtering (CF) techniques, including the memory and model-based methods, to
recommend POIs. The researchers in [11,14,15] employ the user-based CF to rec-
ommend POIs, whereas, other studies leverage the model-based CF, including
the Matrix Factorization (MF) technique [1,8,9,18]. Specifically, the researchers
in [8,9] model the check-ins as implicit feedback and use the weighted regularized
MF for POI recommendation. Unlike the researchers in [8,9], those in [3,7,19,20]
model implicit feedback via a pairwise ranking method, which exhibits better
performance.

Geographical Influence. Geographical influence plays an important role in
POI recommendation, as users’ activity in LBSNs is limited by geographical
constraints. To capture geographical influence, the researchers assume that the
co-occurrence of POIs follows a specific distribution. On the one hand, stud-
ies in [1,4,16] suppose the checked-in POIs follow a Gaussian distribution and
propose Gaussian distribution based models; those in [11,14] employ the power
law distribution model; and studies in [15] leverage the kernel density estimation
model to learn the distribution. On the other hand, the researchers in [8,9] incor-
porate geographical influence into a weighted regularized MF model. The work
in [19] incorporate the geographical influence into a ranking model and propose
a hierarchical geographical pairwise ranking for POI recommendation. The core
idea of the proposed geographical influence models has based on the intuition
that a user prefers the visit new POIs nearby where the user has checked-in.

Connection to Prior Work. Prior studies have captured the geographical
influence to recommend new POIs, prioritizing proximity to the user’s activity
center or previous checked-in POIs. This creates the problem of geographically
noisy POIs. We propose the co-geographical influence to overcome this prob-
lem. Moreover, due to the success of using pairwise preference ranking to model
the check-in activity, we propose the Geo-PRMF model, which incorporates co-
geographical influence into a pairwise preference ranking model to learn users’
POI preferences.

3 Model

In this section, we first propose co-geographical influence to address the problem
of geographically noisy POIs. Then, we propose the Geo-PRMF model, which
incorporates co-geographical influence into a pairwise preference ranking model
for recommending POIs.
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Fig. 1. Demonstration of user check-in pattern

3.1 Co-geographical Influence

For illustration purposes, we define several terms as follows.

Definition 1 (Geographical activity center) A geographical activity center
is the POI with the highest check-in probability based on geographical influence.

Definition 2 (Geographical neighbors). Geographical neighbors are users
who have close geographical activity centers.

Definition 3 (Geographically noisy POI). A geographically noisy POI is
the POI near a user’s geographical activity center but not preferred by the user.

Figure 1 demonstrates the user check-in pattern and the problem of geograph-
ically noisy POIs. Previous studies [1,16] have shown that most people live and
have fun in constrained activity regions. According to this kind of geographi-
cal characteristic, previous work constructs the user-POI geographical relation:
a POI that is near a user’s geographical activity center is geographically pre-
ferred [1,16]. However, this assumption is easily affected by geographically noisy
POIs, as shown in Fig. 1. Some POIs are geographically near a user’s geograph-
ical activity center but they do not match the user’s check-in pattern, such as
the hotel example mentioned in Sect. 1.

Co-geographical influence depicts the user-user geographical relation instead
of the user-POI relation. We observe that geographical neighbors share many
POIs. Specifically, the Jaccard similarity between geographical neighbors is about
10 times higher than between random users. The model not only considers a
user’s geographical feature but also extracts geographical relation between two
users. We follow the discovery that a user’s checked-in POIs distribute around
some activity center(s) [1,16]. Hence, we expect the POIs in which a user is
interested to be located in the range where the user’s geographical neighbors have
checked-in. This helps to filter out the geographically noisy POIs. As a result,
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the candidate POI set for a user consists of POIs where the user’s geographi-
cal neighbors have checked-in but he/she has not yet. Co-geographical influence
exploits the common check-in pattern among geographical neighbors to filter out
geographically noisy POIs.

3.2 Geo-Pairwise Ranking Matrix Factorization (Geo-PRMF)
Model

We propose the Geo-PRMF model, which incorporates co-geographical influence
into a pairwise ranking model. Due to the success of pairwise preference ranking
in modeling the check-in activity as implicit feedback in prior work [7,18,20], we
utilize the Bayesian personalized ranking criteria [10] to learn user preference
on POIs. Moreover, we exploit co-geographical influence to classify the unrated
POIs as comparable POIs and unrelated POIs. We assume that the POIs where
a user’s geographical neighbors have checked-in are comparable and others are
unrelated. Therefore, we only make use of the comparable POIs to generate
the pairwise preference set, and discard the unrelated ones, recommending POIs
from the comparable POI candidate set. Based on this assumption, we extract
the refined pairwise preference set and candidate POI set as follows:

1. We map a geographical activity center for a user and identify the top k geo-
graphical neighbors by nearby centers.

2. We consider only the POIs checked-in to by the user’s geographical neighbors
but not yet by the user to be comparable and any others to be unrelated.

3. We generate triplets (user u, checked-in POI li, comparable POI lj) as refined
preference set P, and comparable POIs as candidate set Lc

u.

Then, we can learn the user’s preferences from the refined pairwise preference
set and recommend POIs from the candidate POI set.

We formulate the POI recommendation problem as follows. Let U be the set
of users and L be the set of POIs. The pairwise preference of user u prefers
POI li over lj , is defined as li�ulj . Then, we define the pairwise preference set
P := {li�ulj |li ∈ L+

u ∧ lj ∈ Lc
u}, where L+

u denotes the POIs where user u has
checked-in, and Lc

u denotes the POIs where geographical neighbors of user u have
checked-in but u has not. Now training the POI recommendation system is to
learn the pairwise preference relationships in P,

arg max
Θ

∏

(u,li,lj)∈P
p(li�ulj |Θ), (1)

where p(li�ulj) is the probability of a user preferring POI li over lj , and Θ
denotes the model’s learning parameters.

We employ the biased MF to model the user preference on POI. Then, the
preference score function of user u on POI li is formulated as,

f(u, li) = Uu
T Lli + bli , (2)
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where Uu, Lli ∈ Rd are latent feature vectors for user u and POI li respectively,
and bli is the estimation bias. Furthermore, we estimate the probability function
of p(li�ulj) via a sigmoid function, p(li�ulj) = σ(f(u, li) − f(u, lj)), where σ is
the sigmoid function σ(x) = 1/(1 + exp(−x)). Thus, it is not hard to gain the
objective function by minimizing the negative log likelihood

O(bli , blj , Lli , Llj , Uu)

= −
|U|∑

u=1

∑

li∈L+
u

∑

lj∈Lc
u

lnσ(Uu
T (Lli − Llj ) + bli − blj ) +

λ1

2
||Uu||2

+
λ1

2
||Lli ||2 +

λ1

2
||Llj ||2 +

λ2

2
||bli ||2 +

λ2

2
||blj ||2,

(3)

where λ1 and λ2 are the regularization parameters.
We adopt the stochastic gradient decent (SGD) method to learn

the parameters in Eq. (3). We define a common expression as z =
1

1+exp(Uu
T (Lli

−Llj
)+bli−blj )

. Then, the parameters are updated as follows,

bli ← bli + γ · (z − λ1 · bli),
blj ← blj + γ · (−z − λ2 · blj ),
Lli ← Lli + γ · (z · Uu − β1 · Lli),
Llj ← Llj + γ · (−z · Uu − β2 · Llj ),
Uu ← Uu + γ · (z · Lli − z · Llj − α · Uu).

(4)

After learning the parameters, the Geo-PRMF model predicts a user’s check-
in preference at a given POI according to the score computed by Eq. (2). We first
rank the POIs in candidate set in terms of check-in preference, then recommend
the top N POIs for a specific user. Algorithm 1 demonstrates how to recommend
POIs through Geo-PRMF model.

Complexity Analysis. There are two steps to recommend POIs: model train-
ing and item recommendation. The complexity of training Geo-PRMF model
is O(d · |S|), the same order as the BPR-MF model [10], where d denotes the
latent factor vector dimensionality and |S| denotes the number of samples. Geo-
PRMFhas an advantage over other models at the item recommendation step.
For general MF-based recommendation models, the time complexity of the item
recommendation step is O(|U| · |L| ·d). The item recommendation time complex-
ity of the Geo-PRMF model is O(|U| · |Lc| · d) with |Lc| denoting the average
number of candidate POIs for a user. As |Lc| is much less than |L|, the Geo-
PRMF consumes less calculation than other models at the item recommendation
step.



374 S. Zhao et al.

Algorithm 1. POI Recommendation via Geo-PRMF Model
Input: Preference set P, learning parameters bli , blj , Lli , Llj ,

Uu, regularization parameters λ1, λ2

Output: recommended POI set SN for each user
1: Randomly initialize parameters bli , blj , Lli , Llj , Uu

2: repeat
3: Draw (u, li, lj) ∈ P uniformly
4: Update parameters with Eq. (4)
5: until convergence
6: for u in U do
7: for l in Lc

u do
8: Predict user preference score with Eq. (2)
9: Recommend N POIs SN with higher preference score

4 Experiment

4.1 Data Description and Experimental Setting

Two real-world datasets are used in the experiment: Foursquare data in [5] and
Gowalla data in [4]. We extract the data from March to October in 2010 from
both datasets, filter the POIs checked-in to by less than 5 users, and then choose
users who have checked-in more than 10 times as our samples. Table 1 shows the
data statistics. We randomly choose 80% of each user’s check-ins as training data,
and use the remaining 20% for test data. Following [8,20], we use precision and
recall to measure the model performance.

Table 1. Data statistics

Source #users #POIs #check-ins Density

Foursquare 18,106 17,145 1,330,247 0.001

Gowalla 107,091 144,034 2,581,093 0.0001

4.2 Baseline Methods

Given that the proposed method aims to construct an effective MF-based model
for POI recommendation, we select BiasedMF [6] and BPR-MF [10] as the basic
comparable models. Moreover, to show the advantage of our proposed model in
capturing geographical influence, we compare it with fused MF with multi-center
Gaussian model (MGMMF) [1] and joint model with geographical influence and
MF (GeoMF) [8], which are state-of-the-art POI recommendation methods cap-
turing geographical influence.
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4.3 Experimental Results

In the following, we demonstrate the performance comparison on precision@N
and recall@N between the baseline models and our proposed Geo-PRMF model.
We set the latent factor vector dimension as 20 for all compared models.

We evaluate different models for both datasets on top-5 and top-10 POI rec-
ommendation tasks. Figure 2 shows the obtained results, from which we make the
following observations. (1) The proposed Geo-PRMF model achieves the best
performance, with advantages over the MGMMF and the GeoMF at captur-
ing geographical influence by filtering out geographically noisy POIs. Compared
with the best baseline competitor, the Geo-PRMF model achieves at least 5%
improvements on precision@5 and recall@5, and at least 7% improvements on
precision@10 and recall@10 for both datasets. (2) Geo-PRMF, MGMMF, and
GeoMF perform better than BiasedMF and BPR-MF, which demonstrates the
effectiveness of capturing geographical influence.
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Fig. 2. Model comparison

5 Conclusion and Future Work

In this paper, we propose the Geo-PRMF model to tackle the POI recom-
mendation problem. We first present co-geographical influence, which reduces
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geographically noisy POIs and significantly shrinks the candidate set for a spe-
cific user. Moreover, we propose the Geo-PRMF model, which incorporates co-
geographical influence into a pairwise ranking model. Finally, we conduct elabo-
rated experiments on two real-life LBSN datasets to verify our proposed model.
The experimental results show that our proposed Geo-PRMF model outperforms
state-of-the-art models.

In the future, we will improve the Geo-PRMF model in the following aspects.
We may design an adaptive way to select the number of activity centers to
improve the performance. Furthermore, we may consider users’ comments or
location category features to further improve the overall recommendation per-
formance. In addition, a new application in LBSNs [17] has appeared recently,
which uses the check-in data to mine business opportunities. We will consider to
exploit the check-in characteristics to enhance the business mining application.
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