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Abstract—The rising popularity of service-oriented archi-
tecture to construct versatile distributed systems makes We-
b service recommendation and composition a hot research
topic. It’s a challenge to design accurate personalized QoS
prediction approaches for Web service recommendation due
to the unpredictable Internet environment and the sparsity of
available historical QoS information. In this paper, we propose
a novel landmark-based QoS prediction framework and then
present two clustering-based prediction algorithms for Web
services, named UBC and WSBC, aiming at enhancing the
QoS prediction accuracy via clustering techniques. Hierarchical
clustering is adopted based on the real-word Web service QoS
dataset collected with PlanetLab1, which contains response-
time values of 200 distributed service users and 1,597 Web
services. The comprehensive experimental comparison and
analysis show that our clustering-based approaches outperform
other existing methods.

Keywords-Web service recommendation; QoS prediction;
clustering; landmark

I. INTRODUCTION

Web services are self-contained and self-describing com-

putational Web components designed to support machine-

to-machine interaction by remote invocations [1], which are

becoming a major technique for building service-oriented

distributed systems and applications, such as e-commerce,

automotive systems, multimedia services, etc [2].

According to the counter at seekda.com2, there are totally

7,739 service providers and 28,606 public Web services

in the Internet. With the rapidly growing number of We-

b services, evaluation and recommendation for numerous

function-equivalent alternative Web services is thus becom-

ing a crucial task. In order to address this problem, Quality-

of-Service (QoS) is widely employed for describing and e-

valuating the non-functional characteristics of Web services,

comprising response time, throughput, failure probability,

reputation, etc [2]. Web service composition is to select

and aggregate one or more Web services to construct a

service-oriented system with good QoS performance and to

meet different requirements of different service users and

applications. However, the performance of service-oriented

systems is greatly influenced by the unpredictable Internet

environment and the locations of service users. Different

1http://www.planet-lab.org
2http://seekda.com

service users may experience quite different QoS on the

same Web service. When making service selection from a set

of candidate Web services, QoS-aware Web service recom-

mendation approaches provide useful information to assist

service users to improve the performance of applications [2].

Personalized QoS-driven Web service recommendation is

becoming a hot and challenging research problem in recent

years.

The most straightforward approach of service selection is

to monitor and evaluate all the candidate Web services at

the user-side and select the Web service with the best QoS

performance for Web service composition. However, this

approach is impossible in practical, since some Web service

invocations may be charged which heavily increase the cost

of Web service users. In addition, it’s time-consuming and

resource-consuming to invoke all Web services each time,

as there may exist a huge number of function-equivalent

candidate Web services [3].

To address this challenge, several QoS prediction ap-

proaches [4], [5], [6], [7] have been proposed for Web

service recommendation. These approaches mainly employ

collaborative filtering (CF) based algorithms to model the

user similarity and Web service similarity to predict the

missing QoS values via sharing historical QoS information

among users. However, these approaches heavily depend on

the historical Web service invocation information. In reality,

each user only invokes one or several Web services out of

the numerous candidates at each time, resulting in the high

sparsity of the available QoS data matrix. Besides, some

historical QoS values are not updated in real-time or even

out of date, which cannot provide accurate predictions as a

result of the dynamic nature of the Internet environment.

To remit the problem of data sparsity, in this paper, we

propose a novel clustering-based QoS prediction framework

with a set of fixed landmarks (computers) distributed in the

Internet. The landmarks can monitor available Web service

periodically to enrich the QoS data for more accurate QoS

prediction. Our approach take the real-time QoS information

of the landmarks as a reference, and then apply clustering

techniques to help service users to make QoS predictions.

Extensive experiments are conducted using our real-world

QoS dataset, which containing about 319,400 invocation

result about response time from 200 service users on
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Figure 1. Web service Recommendation Framework

1,597 Web services. The experimental results show that our

clustering-based approach outperform other collaborative

filtering based algorithms.

The rest of this paper is organized as follows: Sec-

tion II introduces the related work. Section III presents our

landmark-based Web service recommendation framework.

Section IV describes two clustering-based QoS prediction

approaches. Section V discusses the experiments and re-

sults. Finally, Section VI concludes the paper.

II. RELATED WORK

A number of QoS-aware approaches have been com-

prehensively investigated for Web service selection and

recommendation in recent literature, e.g. [8], [9], [10]. It’s

time-consuming and resource-consuming for service users

to monitor all the Web services in real-time, owing to

the expensive Web service invocations and the enormous

number of Web service candidates. Consequently, the Web

service QoS prediction is proposed and gets much attention

in research. QoS prediction for Web services targets at pre-

dicting the unknown QoS values between different service

users and different Web services, with partially available

information [2]. As a result, the optimal Web service with

best QoS value can be recommended to the service user for

composition.

Collaborative filtering, one of the most popular recom-

mendation algorithms for commercial systems, is introduced

to make QoS predictions for Web service recommendation,

e.g. [4], [5], [6], [7], [11], [12]. Shao et al. [5] propose a

user-based CF approach to predict the QoS values based on

the similarity between service users. That is to employ the

available QoS data of similar neighbors to predict the un-

known QoS of each service user. WSRec [6] puts forward a

hybrid collaborative filtering based QoS prediction approach

by taking advantage of both the similarity information

between service users and the similarity information between

Web service items, which has been shown to achieve a good

overall prediction accuracy. Here is a brief description of

WSRec.

First, the similarities between service users and between

Web service items are computed using the Pearson Correla-

tion Coefficient (PCC) [6] of the historical QoS data. Then

each user can find Top-K similar neighbors and each Web

service item can find Top-K similar items. As a result, the

user-based collaborative filtering methods use similar users

to predict the unknown QoS values, while the item-based

collaborative filtering methods employ similar Web service

items to predict the unknown QoS values, as described in

equation in the following equations, respectively,

pu = ū+

∑
ua∈Su

s(ua, u)(quai − ūa)

∑
ua∈Su

s(ua, u)
, (1)

pi = ī+

∑
ik∈Si

s(ik, i)(quik − īk)

∑
ik∈Si

s(ik, i)
, (2)

where ū and ī are the average QoS values of service user

u and Web service item i. s(ua, u) and s(ik, i) are the

similarity between users and items. Su and Si are the Top-K

similar set of users and items. ūa and īk denote the average
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QoS values of users and Web service items in the similar

set. qui is the entry of user-item matrix of QoS data. pu
and pi are the predicted QoS values with user similarity and

Web service item similarity respectively.

In order to fully utilize the similarity information of the

user-item matrix, WSRec propose to combine the user-based

and item-based methods to improve the prediction accuracy.

At last, the final prediction result is obtained by employing

the following equation:

p = wuPu + wiPi. (3)

The hybrid collaborative filtering method is the linear

combination of Pu and Pi, where wu and wi are the

corresponding coefficients, and wu + wi = 1. However,

the collaborative filtering based approaches heavily depend

on the historical QoS data. The historical Web service QoS

data may be very sparse or not updated in real-time, which

will lead to the inaccurate QoS predictions and Web service

recommendations.

In this paper, we propose a clustering based QoS pre-

diction approach to address this challenge. Our approach

takes a set of fixed landmarks as references, which monitor

QoS values of all the available Web services and update

periodically. After clustering, we can use QoS information

of the similar landmarks in one cluster to predict the QoS

value of the users in the same cluster. There is no need for

service users to take any historical QoS information to make

predictions. Extensive experiments show that our approach

outperforms the others.

III. WEB SERVICE RECOMMENDATION FRAMEWORK

To address the limitations of collaborative filtering based

approaches, we propose a novel landmark-based QoS pre-

diction framework, as illustrated in Figure 1.

As we can see in the figure, the Web service recommen-

dation framework mainly contains the following procedures:

1) The landmarks are deployed in the Internet, and monitor

the QoS information of available Web services by periodical

invocations. 2) Clustering the landmarks using the obtained

QoS data. 3) Each service user measures the latencies

to the landmarks and then be clustered into one exiting

cluster. 4) QoS predictions are made by employing the

QoS information of landmarks. 5) QoS-aware Web services

selection and recommendation are made with the prediction

results.

IV. QOS PREDICTION ALGORITHM

A. Landmarks Clustering

Given NL landmarks are set up and distributed in the

Internet, we denote {Li, i = 1, 2, · · · , NL} as the landmark

set. We can use the landmarks to monitor the Web service

and update the QoS values periodically. As the number of

landmarks is small, the measurement overhead is acceptable.

In this way, the QoS data (only response time is considered

in this paper) between NL landmarks and W Web services

can be obtained, expressed as follows:

QL =

⎡
⎢⎢⎢⎣

q11 q12 · · · q1W
q21 q22 · · · q2W

...
... · · · ...

qNL1 qNL2 · · · qNLW

⎤
⎥⎥⎥⎦ (4)

Besides, in order to achieve more accurate clustering,

we also measure the Round Trip Time (RTT) between the

landmarks, which is a matrix as follows:

DL =

⎡
⎢⎢⎢⎣

d11 d12 · · · d1NL

d21 d22 · · · d2NL

...
... · · · ...

dNL1 dNL2 · · · dNLNL

⎤
⎥⎥⎥⎦ (5)

1) User based Clustering (UBC): In this approach, we

cluster the landmarks based on the latency matrix DL.

However, since the matrix provides the distance information

(i.e. latency time) between the landmarks, which small

distance represents high similarity, we then consider the

hierarchical clustering algorithm [13] to cluster landmarks

into NC clusters. Hierarchical clustering method tries to

build a hierarchy of clusters which could be organized as

a tree structure. We summarize the clustering algorithm in

Algorithm 1.

Algorithm 1: Hierarchical Clustering Algorithm:

Hierarchical(DL, NC)

Input: Distance matrix DL, cluster number NC

Output: The specific NC clusters and their members
1 proximity matrix D = DL;
2 assign each landmark to a single cluster;
3 N = NL;
4 while N �= NC do
5 merge the two closest clusters;
6 inter-cluster distance dcicj = min

i∈ci,j∈cj
dij ;

7 update D with dcicj ;
8 N=N-1;
9 end

2) Web Service based Clustering (WSBC): In this ap-

proach, however, we cluster the landmarks based on the NL-

by-W QoS matrix QL. Each row is considered a feature of

a landmark. It’s obvious that the dimension of the feature is

W , with a set of homogenous attributes.

We take the Pearson Correlation Coefficient (PCC) as the

similarity between two users. The PCC measure the linear

relationship (i.e. correlation) between two users, which can

be expressed as follows:

sij =

W∑
m=1

(qim − q̄i)(qjm − q̄j)

[
W∑

m=1
(qim − q̄i)2

W∑
m=1

(qjm − q̄j)2]1/2
, (6)
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where q̄i is the average of QoS value qim, i.e. q̄i =∑W
m=1 qim

/
W . It’s similar to q̄i. And sij denotes the

similarity result.

However, the PCC values range from −1 to 1, where

1 denotes the most similarity and −1 denotes the most

dissimilarity. Therefore, we transform the range via the

following equation:

d
′
ij = 1− sij , (7)

which is usually referred as the distance between NL land-

marks. So we can obtain the distance matrix D
′
L and cluster

the landmarks using the hierarchical clustering algorithm,

i.e. Hierarchical(D
′
L, NC).

B. QoS Prediction

With the above cluster result, we then design to predict

the QoS values between different service users and Web

services to help service users to make Web service rec-

ommendation. In our QoS prediction framework, we don’t

employ the historical QoS data due to the dynamic Internet

environment. However, each user measures the latency time

to the landmarks so as to be clustered into one of the NC

clusters and make predictions based on the QoS information

of the landmarks in the same cluster. Suppose the number

of service users is NU , the NU -by-NL latency matrix can

be expressed as follows:

DUL =

⎡
⎢⎢⎢⎣

d11 d12 · · · d1NL

d21 d22 · · · d2NL

...
... · · · ...

dNU1 dNU2 · · · dNUNL

⎤
⎥⎥⎥⎦ (8)

In order to cluster each service user to a proper cluster, the

distance between each user to each cluster can be obtained

by taking the minimal distance to the landmarks in one

cluster, according to the hierarchical algorithm. Then every

service user can be merged into one cluster.

The QoS prediction of a service user depends on the

landmarks in the same cluster, while the distance can be

expressed as {dul, u = 1, 2, · · · , NU , l ∈ Clusteru}, where

Clusteru denotes the cluster of service u and l is the

landmark in Clusteru. Hence, the similarity between u and

l can be denoted as sul = 1/dul, as small distance dul means

high similarity. The unknown QoS values of service user u
can, therefore, be predicted by the following equation:

puw =

∑
l∈Clusteru

sulqlw

∑
l∈Clusteru

sul
, w = 1, 2, · · · ,W (9)

where qlw denotes the QoS value when the landmark l
invokes the Web service w and puw is the prediction

result. This QoS prediction algorithm mainly enhances the

prediction accuracy by deploying a set of landmarks in the

Internet and monitoring the Web services periodically. The

experiment results show that this new QoS prediction mech-

anism can significantly enhance the prediction performance

for Web service recommendation and also update the QoS

prediction results in real-time according to the new QoS

information of landmarks.

V. EXPERIMENTS

In this section, we evaluate the performance of the pro-

posed clustering based QoS prediction approaches via a

set of experiments and performance comparison with other

existing prediction methods, using the measured QoS data

between a large number of service users and Web services.

A. Data Collection

In this experiment, the data is a collection of the real-word

Internet latency measurement, comprising the response time

between 200 distributed nodes and 1597 Web services, and

also the latency time between the 200 nodes.

To collect the data set, we have an access to the global re-

search network, PlanetLab, which supports the development

of distributed systems and networks, including distributed

storage, network mapping, peer-to-peer systems, distributed

hash tables, query processing and etc. Currently, PlanetLab

consists of 1,093 nodes at 530 sites distributed all over the

world, while most nodes are located in North America and

Europe. We first get a list of the active PlanetLab nodes,

about 588 nodes, after removing the inactive nodes which

may shut down or get out of connection of the Internet.

Considering that many nodes lying in the same lab must

have similar performance, which may lead to the signif-

icant increase of QoS prediction accuracy but violate the

practical condition, we remove these redundant nodes and

get a new list of 288 nodes. Meanwhile, about 10,000 Web

services’ addresses are obtained from the release dataset at

WSDream3, which are mainly collected by crawling Web

service information from the Internet. However, not all Web

services are accessible or available to support the ICMP

ping. Thus, we test and reserve 2,213 web services for our

experiment.

To measure the distances between two hosts, we send

32 byte ICMP ping packets continually for 10 times and

take the average round-trip time (RTT) from all replies

as the response time. We use ICMP ping to measure the

response time mainly based on the assumption that all the

Web services are the same function-equivalent candidates

and have the same service-running time. In this paper, we

only focus on the latency time prediction under the dynamic

Internet environment. After collecting the data collected on

288 PlanetLab nodes and omitting the failure ones, two data

matrices are obtained. One is a 200-by-200 matrix of the

RTTs between any two of 200 PlanetLab nodes, and the

other is a 200-by-1597 matrix of the RTTs between 1,597

Web services and 200 PlanetLab nodes.

3http://www.wsdream.net
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Table I
PERFORMANCE COMPARISON

Metrics MAE RMSE MRE

UPCC 11.630 25.868 0.122

IPCC 9.155 25.103 0.087

WSRec 9.073 24.978 0.083

WSBC 8.182 24.468 0.080

UBC 7.306 23.361 0.064

B. Evaluation Metrics

To evaluate the QoS prediction performance, we employ

several metrics, including Mean Absolute Error (MAE) [6],

Root Mean Square Error (RMSE) [3], and Median Relative
Error (MRE) for our experiments.

Mean Absolute Error (MAE) metric is widely employed

to measure the prediction quality, which is defined as:

MAE =

∑
i,j

|pij − qij |

N
, (10)

where pij denotes the predicted QoS value between service

user i and Web service j, qij denotes the measured QoS

value, and N is the number of predicted items.

Root Mean Square Error (RMSE) presents the standard

deviation of the prediction error, which expressed as follows:

RMSE =

√√√√
∑
i,j

(pij − qij)
2

N
. (11)

Relative Error (RE) is also widely adopted for evaluating

the prediction performance, in order to identify the error

effect of different Internet latencies. Median Relative Error

(MRE) is proposed to get the median recognition of all the

RE values.

MRE = Median(REij) = Median(
|pij − qij |

qij
), (12)

which means 50% of the relative prediction errors are below

MRE.

C. Performance Comparison

In order to study the prediction performance, we compare

our approaches with the well-known collaborative filtering

based prediction method (WSRec [6]), which is the hybrid

recommendation approach combining both user-based CF

algorithm and item-based CF algorithm.

In our experiment, we select 100 nodes as landmarks and

the other 100 nodes as the service users, while the selection

of landmarks will be discussed in Section V-D. And also

the number of clusters, NC , is set to 50. Table I shows the

prediction accuracy of different approaches, where UPCC,

IPCC and WSRec are collaborative filtering based prediction

methods proposed by [6]. UPCC and IPCC denotes user-

based CF method and item-based CF method, respectively.
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Figure 2. The Impact of NC

The results of UPCC, IPCC and WSRec are obtained under

the 50% matrix density.

From the results in the table, we observe that both the

UBC and WSBC methods have smaller MAE, RMSE and

MRE values, outperforming the collaborative filtering based

methods, and particularly UBC approach obtains the best

prediction performance. The performance of the collabora-

tive filtering based approaches highly depend on the Top-K

similar neighbors, but the constant Top-K may lead to some

inaccurate predictions influenced by the dissimilar neighbors

in Top-K. In addition, we can’t check whether the QoS

predictions, using the the historical QoS data, are available

in real-time. Hence the predictions are not confident enough

due to the dynamic Internet environment from time to time.

On the other hand, our approaches obtain higher accuracy

because the number of similar neighbors in each cluster is

different and adjustable for QoS prediction. UBC method

achieves better performance than WSBC method, since

UBC takes advantage of more latency information, i.e. the

latency matrix DL, where at the cost of more measurement

overhead.

D. Impact of NC

The cluster number NC plays an important role in the

clustering-based QoS prediction algorithms. In order to

study the impact of NC , we vary the NC from 10 to 100

and then present the prediction performance as shown in

Figure 2.

We can observe that the prediction performance is highly

influenced by NC . For UBC method, the MAE attains

its minimum when NC = 50, and the MRE reaches the

minimum when NC = 90. On the other hand, for WSBC,

both MAE and MRE obtain the optimum when NC = 90.

In general, the prediction errors first decrease when NC

increases, and then basically keep steady or slightly increase.

This is because when NC is small, the size of the cluster

is too large. There may exist some landmarks in the same

cluster of the service user that are not similar to this service

user in fact. While NC is too large, we can’t find enough

landmarks in one cluster to assist QoS predictions of service

users. As a result, a optimal NC will significantly enhance

the prediction performance.
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Figure 3. The Impact of Landmarks Selection

E. Impact of the landmarks selection

As the reference of service users, the deployment (i.e.

the location and number) of landmarks in real world is

very important. Ill-positioned landmarks can significantly

degrade the performance of QoS prediction. In tuition,

the landmark should be well separated to capture more

information about the network topology. To study the impact

of landmarks selection, we propose two selection methods,

namely random selection and clustering based selection.

• Random: In this method, we randomly select land-

marks by uniformly sampling from all candidate nodes,

which means every node has the same probability to be

selected as a landmark.

• Clustering: In order to well separate the landmarks, we

cluster all candidate nodes into NL clusters, and then

select one landmark form each cluster. In this scheme,

every pair of landmarks has a large average distance.

To compare the performance of different schemes, we

conduct a set of experiments, and the results are illustrated

in Figure 3. We can see that the clustering-based landmark

selection scheme greatly outperforms the random method

consistently for any number of landmarks, which verifies

that well-separated landmarks can provide more information.

Meanwhile, the MAE accuracy increases when the number

of landmarks gets larger. This observation indicates that the

prediction performance can be enhanced by deploying more

landmarks as reference of service users.

VI. CONCLUSION

In this paper, we propose the landmark-based QoS predic-

tion framework and clustering-based prediction approaches

for Web service recommendation. By deploying a set of fixed

landmarks in the Internet, the QoS data can be monitored and

update periodically and then provides reference to service

users to make more accurate QoS predictions. Experiment

results show that our approaches outperform other existing

collaborative filtering based prediction methods, and makes

the QoS prediction more confident for Web service recom-

mendation.
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