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Abstract

Kernel machines have recently been considered as a promising solution for implicit surface modelling. A key challenge of machine learning solutions is how to fit implicit shape models from large-scale sets of point cloud samples efficiently. In this paper, we propose a fast solution for approximating implicit surfaces based on a multi-scale Tikhonov regularization scheme. The optimization of our scheme is formulated into a sparse linear equation system, which can be efficiently solved by factorization methods. Different from traditional approaches, our scheme does not employ auxiliary off-surface points, which not only saves the computational cost but also avoids the problem of injected noise. To further speedup our solution, we present a multi-scale surface fitting algorithm of coarse to fine modelling. We conduct comprehensive experiments to evaluate the performance of our solution on a number of datasets of different scales. The promising results show that our suggested scheme is considerably more efficient than the state-of-the-art approach.

1. Introduction

Machine learning has already achieved many successes in a broad range of application domains, such as pattern recognition, computer vision, and bioinformatics [14]. However, there is relatively little research attention on the area of 3D visual learning research. Recently, applications of machine learning techniques to 3D points cloud data processing are attracting increasing research interest, especially in the task of surface reconstruction. One of the successful paradigms applied in this area is to use kernel machines for implicit surface modelling, such as Support Vector Machines (SVM) [11, 19, 16].

The 3D objects are usually represented by triangulated meshes explicitly derived from 3D scattered data [17]. Most 3D data acquisition techniques, such as range scanners, stereo pairs and so on, always suffer from problems of incomplete data and noise. Recently, implicit surface models have received more and more attention for 3D object representation. The goal of implicit surface modelling is to estimate an embedding function $f$, whose zero level set $f^{-1}(0)$ implicitly defines the hyper-surface. Implicit surface models enjoy many advantages compared with traditional methods using explicitly triangulated meshes. The implicit models generate smooth surfaces and are able to repair holes and filter outliers in the data; these are often difficult to achieve with the explicit models. Moreover, a number of derivatives of the embedding function $f$ will usually exist, which are useful for further analysis. The implicit surface model can even be used to reconstruct the time-varying scene [5].

Numerous approaches have been suggested for implicit surface modelling. One popular solution is to use local nature for inferring the implicit functions, such as level set models [20, 15], local surface models [7], geometric flow [9] or implicit surfaces interpolated from polygon data [13]. Due to the use of local nature for analysis, most of these methods often require normal information about the target surface in order to generate the implicit surfaces correctly. Recently, kernel machines have been proposed as another solution for implicit surface modelling [11]; the implicit models are typically represented by a mixture of radial basis functions, either fully supported [2] or compactly supported [8]. These methods usually also need the surface normal information, except in the case of recent works [11, 19].

Although machine learning techniques have been shown as a promising solution for implicit surface modelling, one important challenge is the high computational cost, which has so far received little consideration in previous work. The number of scattered points for building a 3D object is typically of the order of millions. Modelling such a 3D object by machine learning is usually related to a large-scale regression problem which often requires a very high computational cost. Storing and rendering implicit surfaces may also require high computational cost for a complex implicit model. Hence, a concise representation of the implicit model is vitally important for fast applications.

One way to reduce the computation cost is to avoid the use of normal information. The normal information is of-
ten engaged in traditional methods which usually generate two off-surface points along each normal vector of the surface. The off-surface points are used to avoid intersection with other parts and to make the fitting process simpler. For example, in the \(\varepsilon\)-SVR method [16], off-surface points are introduced to ensure non-trivial solutions of the optimization. However, the use of off-surface points results in an increase of the problem size, which will raise the computational cost. Moreover, using the normal information may introduce additional noise due to the inaccurate estimation of normal vectors by local methods. Hence, it is better to avoid the use of normal information. To reduce computational cost, another key consideration is to formulate an elegant optimization which can be solved very efficiently.

To this end, we present an efficient framework for implicit surface modelling based on a hierarchical Tikhonov regularization scheme, in which the optimization problem can be solved efficiently by factorization methods. Our solution needs no additional normal information, which not only keeps the problem size small, but also avoids introducing additional noise. Moreover, our multi-scale algorithm of coarse to fine fitting reduces the number of base points to attain a concise representation of the implicit model.

The rest of this paper is organized as follows. Section 2 reviews recent advances of implicit surface modelling using machine learning methods. Section 3 presents our proposed scheme for implicit surface modelling based on a regularization framework. Based on the regularization framework, an efficient solution is proposed by the Tikhonov regularization that can be solved efficiently by factorization methods. To deal with large-scale problems, a multi-scale fitting algorithm is suggested for coarse to fine fitting. Section 4 discusses the details of our experimental implementations and demonstrates our experimental results. Section 5 sets out our conclusion.

2. Related Work

There are only a few reports of work on implicit surface modelling using machine learning techniques. Most of these can be divided into two categories:

- **Not using normal.** Methods such as Slab SVM [11] and its extension [19] have recently shown promise for implicit surface modelling.

- **Using normal.** The representative method is the \(\varepsilon\)-SVR [16], in which the normal information is used to simplify the problem and avoid trivial solutions.

Slab SVM method is a modified one-class SVM derived by replacing the hinge loss function with the \(\varepsilon\)-insensitive loss function. More specifically, it can be formulated as an optimization problem as follows:

\[
\min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} (f(x_i))_\varepsilon + \lambda \| f \|_{\mathcal{H}}^2 - \rho
\]

where \(\| f \|_{\mathcal{H}}^2\) acts as a regularizer in which \(\mathcal{H}\) denotes a reproducing kernel Hilbert space (RKHS), \(\lambda > 0\) is a regularization parameter, and \(\rho\) is a constant to avoid trivial solutions of the optimization. Typically it uses a fully supported radial basis functions (RBF) kernel, which usually engages a very heavy computational cost. In one reported study [11], it required about 2 hours to build and render an implicit model from around 40K scattered points. Furthermore, one disadvantage of Slab SVM is that it is not able to fix holes conveniently since it adopts fixed kernel widths.

The work in [19] proposed a treatment for the Slab SVM approach by introducing extra regularization terms and multi-scale basis functions. Moreover, the \(\varepsilon\)-insensitive loss function was replaced by a 2-norm loss function. More specifically, the optimization problem becomes:

\[
\min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} f(x_i)^2 + \lambda \| f \|_{\mathcal{H}}^2 - G(f)
\]

where \(G(f)\) denotes the summation of energy and gradients terms. Although the optimization problem can be solved efficiently by the way of an equivalent eigenvalue problem, this approach still took about 40 minutes to solve a problem with around 35K samples, according to the study in [19].

Both Slab SVM and its extension are so far not computationally efficient for industrial applications. Recently, [16] proposed another more efficient method using a modified support vector regression. They suggested a Gauss-Seidel method to solve the quadratic program with a positive definite kernel matrix and a box constraint. However, the Gauss-Seidel approach usually has a slow convergence rate and may not always guarantee the correct solution. Moreover, they use the normal information, which will always increase the problem size.

In contrast to previous work, our proposed scheme is based on a hierarchical Tikhonov regularization scheme, in which the optimization problem can be solved very efficiently by factorization methods. In addition to computationally highly competitive performance, our proposed multi-scale solution, which does not use additional normal information, is free from injected noise and enjoys a concise representation of the implicit surface models.

3. Implicit Surface Modelling

3.1. Theoretical Foundation

In general, building an implicit surface model can be regarded as a regression problem, which approximates a multivariate function from scattered data. Such a problem is
usually ill-posed. One efficient way to solve the problem is based on the theoretical framework of regularization networks [4]. This typically formulates the issue as a variation of finding the embedded function \( f \) to solve the following minimization problem:

\[
\min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} V(y_i, f(x_i)) + \lambda \|f\|_{\mathcal{H}}^2 \tag{1}
\]

where \( V(\cdot, \cdot) \) is the loss function, and \((x_i, y_i)_{i=1}^{n}\) are the \( n \) pairs of samples. There are various choices for the loss function. For example, with the \( L_2 \) norm, it becomes the classical \( L_2 \) regularization networks, which is also known as the Tikhonov regularization:

\[
V(y, f(x)) = (y - f(x))^2 \tag{2}
\]

If \( V(\cdot, \cdot) \) is an \( \varepsilon \)-insensitive function, the problem turns out to be the \( \varepsilon \)-SVR

\[
V(y, f(x)) = (y - f(x))_\varepsilon \tag{3}
\]

For the implicit surface modelling task, our goal is to find an embedding function \( f \) to approximate the signed distance transformation function. According to the definition of the signed distances, points on the surface lie in the zero-level set \( f^{-1}(0) \). Namely the value of \( y_i \) is zero for all samples, hence we reformulate Eqn. (2-3) into the following optimizations:

\[
\min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} f(x_i)^2 + \lambda \|f\|_{\mathcal{H}}^2 \tag{4}
\]

\[
\min_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} (f(x_i))_\varepsilon + \lambda \|f\|_{\mathcal{H}}^2 \tag{5}
\]

Given the above regularization networks, much previous work can be generalized into this framework. For example, the Slab SVM [11] is equivalent to Eqn. (5) with a bias term \( \rho \), and the optimization problem of its extension [19] can be viewed as Eqn. (4) with an extra regularization term \( G(f) \). Our proposed solution is based on the same theoretical framework. However, we use the Tikhonov regularization scheme given in Eqn. (4) without any additional term, in which the optimization problem can be solved very efficiently by factorization methods.

**Remark.** The additional regularization terms in the previous approaches are usually to avoid the triviality issue, which is not a problem in our scheme. Another function of \( G(f) \) in [19] is to control the tradeoff between smoothness and the fidelity to the data. In our scheme, we solve this problem by a hierarchical fitting solution, which is much more flexible and effective than the previous complicated approach.

### 3.2. A Tikhonov Regularization Approach

Since all scattered data lie on the zero level-set, the Tikhonov regularization scheme for the implicit surface modelling turns out to be a one-class problem. According to the Representer theorem [12], any \( f \in \mathcal{H} \) minimizing the regularized risk function in Eqn. (1) will have a representation of the form

\[
f(x) = \sum_{i=1}^{n} \alpha_i k(x, x_i) + b \tag{6}
\]

where \( b \) is an offset term, and \( k(\cdot, \cdot) \) is the kernel function. Substituting the representation of Eqn. (6) into Eqn. (4), we get the convex differentiable object function \( E(\alpha) \) of the variable \( \alpha = [\alpha_1, \cdots, \alpha_n]^T \) as follows:

\[
E = \min_{\alpha \in R^n} \frac{1}{n} (K\alpha + e^T b)^T (K\alpha + e^T b) + \lambda \alpha^T K \alpha \tag{7}
\]

where \( e \) denotes a vector with all elements equal to one. The derivatives of \( E(\alpha) \) with respect to the variable \( \alpha \) vanish for optimality:

\[
\frac{\partial E}{\partial \alpha} = \frac{1}{n} (K\alpha + e^T b)^T K + \lambda K \alpha
\]

which leads to the following solution:

\[
\alpha = -(K + n\lambda I)^{-1} \tag{8}
\]

where the kernel matrix \( K \in R^{n \times n} \) is symmetric positive definite. The kernel function is either fully supported or compactly supported. The support vectors of compactly supported functions usually cover only a minor part of the data. Thus, they can deal with very large-scale problem efficiently, making full use of sparsity of the system as local portions of much larger problems. Using compactly supported radial basis functions will pay off with respect to computational efficiency, while maintaining a comparable level of accuracy in the reproduction. Typically, the requirements of computational cost and storage can be reduced by using sparse basis functions of various widths. To enable the sparsity, we use the following Wu function [10] as a kernel in our scheme:

\[
k(x_1, x_2) = k(r(x_1, x_2)) = (1 - r)^{+4}(4 + 16r + 12r^2 + 3r^3)
\]

where \( r(x_1, x_2) = \frac{\|x_1 - x_2\|}{\sigma} \), in which \( \sigma > 0 \) is the size of compact support.

The problem in Eqn. (8) is a linear equation, which can be solved by singular value decomposition (SVD), LU factorization, Cholesky factorization, or LDL\(^T\) factorization [1]. The SVD method is usually quite stable. But it is not suitable for this problem which is usually a large system with a high sparsity ratio. Table 1 shows a comparison of
three factorization algorithms. We can see that the Cholesky and the LDL^T methods are more efficient than the LU factorization when the matrix is symmetric and positive definite. Since the kernel matrix $K$ is sparse, the computational cost is determined by the number of base points $n$ and the number of non-zero elements of $K$. Normally a fast nearest neighbor searching method can be used to compute the kernel expansion in Eqn. (6), in which the total number of nearest neighbors for all base points is equal to the number of non-zero elements of $K$. Such an approach will usually decrease the complexity of computing $K$ from $O(n^2)$ to $O(n \log n)$. In this paper, we adopt the Cholesky and the LDL^T factorization algorithms to solve the optimization problem.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Requirement</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LU</td>
<td>NON-SINGULAR</td>
<td>$\sim (2/3)n^2$ FLOPS</td>
</tr>
<tr>
<td>CHOLESKY</td>
<td>SPD</td>
<td>$\sim (1/3)n^3$ FLOPS</td>
</tr>
<tr>
<td>LDL^T</td>
<td>SPD</td>
<td>$\sim (1/3)n^3$ FLOPS</td>
</tr>
</tbody>
</table>

SPD denotes “Symmetric and Positive Definite.”

3.3 A Multi-Scale Implicit Surface Modelling Algorithm

The method using compactly supported kernels always suffers from the problem that the approximated function is valid only in a bounded region. Hence, a multi-scale approach is a necessary treatment to achieve a global approximation.

In order to decrease the computational cost and storage requirements, the total number of base points should be reduced. Intuitively, the minimum number of base points can be attained when the compact support size $\sigma_i$ of each base point $x_i$ takes different values:

$$f(x) = \sum_{i=1}^{n} \alpha_i k_{\sigma_i}(x, x_i) + b$$

However, it is almost impossible to tune such a large number of variables in the above formulation.

Instead of putting all samples into a large training set with a fixed compact support size $\sigma$, we divide them into $m$ subsets: $S = S_1 \cup S_2 \cup \cdots \cup S_m$. Each subset $S_i$ with $n_i$ samples is trained hierarchically. A recent study [18] has proved that if the regularization parameter is fixed, the compact support size decreases when the number of samples increases. Thus, we can construct the subsets through a subdivision scheme, in which the number of samples assigned in the subset increases with the scale. The compact support size $\sigma_i$ for each subset $S_i$ will decrease, and its value can be estimated from the previous level by a fixed damping ratio $\eta$ ($0 < \eta < 1$). Therefore, the hyper-surface $f(x)$ can be represented as follows:

$$f(x) = \sum_{i=1}^{n_1} \alpha_{i1} k_{\sigma_1}(x, x_i) + \sum_{i=1}^{n_2} \alpha_{i2} k_{\sigma_2}(x, x_i) + \cdots + \sum_{i=1}^{n_m} \alpha_{im} k_{\sigma_m}(x, x_i) + b$$

(9)

where $n_0 < n_1 < \cdots < n_m, \sigma_i = \eta \sigma_{i-1}$ ($2 \leq i \leq m$). Let $h_i$ denote the embedded function at the level $l$:

$$h_i(x) = \sum_{i=1}^{n_i} \alpha_{i1} k_{\sigma_1}(x, x_i)$$

Substituting the above equations into Eqn. (6), we obtain a concise form:

$$f(x) = \sum_{j=1}^{m-1} h_j(x) + b + y_m(x)$$

where the value of $y_m(x)$ is the fitting residual. For each level $l = 2, 3, \ldots, m$, we have

$$\sum_{j=1}^{l-1} h_j(x) + b + y_l(x) = 0$$

$$y_l(x) = -\sum_{j=1}^{l-1} h_j(x) - b$$

Hence, the optimization problem at the level $l$ can be formulated as:

$$\min_{h_l \in H} \frac{1}{n} \sum_{i=1}^{n} (y_l(x_i) - h_l(x_i))^2 + \lambda \|h_l\|_2^2$$

(10)

This is equivalent to minimizing the following objective of $E_l$:

$$E_l = \min_{\alpha_l} \frac{1}{n_l} (y_l - K_l \alpha_l)^T (y_l - K_l \alpha_l) + \lambda \alpha_l^T K_l \alpha_l$$

which leads to the following solution:

$$\alpha_l = (K_l + n_l \lambda_l I)^{-1} y_l$$

(11)

Compared with a traditional SVM approach, the above Tikhonov regularization scheme may not have a good performance of basis shrinkage, i.e., only a few portions of $\alpha_l$ will vanish in the solution. To tackle this problem, we suggest a treatment in the multi-scale solution. At each level $l$, each data point $x$ is tested for removal from the working set if the residual $y_l(x)$ reaches the setting precision. For the level $l$, we assign the precision with the value of $p \cdot \sigma_l$ and denote the product of $n_l \lambda_l$ as $\gamma_l$. 


Table 2. Results of computational cost on various datasets: number of data points, number of scales \( m \), total number of base points and average fitting time in seconds for \( \varepsilon \)-SVR and proposed methods, and relative fitting accuracy.

<table>
<thead>
<tr>
<th>DATASET</th>
<th>#POINTS</th>
<th>#SCALE ( m )</th>
<th>#BASES-1</th>
<th>( \varepsilon )-SVR[( s )]</th>
<th>#BASES-2</th>
<th>CHOLESKY[( s )]</th>
<th>LDL(^T)[( s )]</th>
<th>ACCURACY</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAND</td>
<td>39.2K</td>
<td>4</td>
<td>37.0K</td>
<td>28.1</td>
<td>17.4K</td>
<td>1.7</td>
<td>1.7</td>
<td>( 5 \times 10^{-4} )</td>
</tr>
<tr>
<td>AMADILLO</td>
<td>173.0K</td>
<td>6</td>
<td>234.4K</td>
<td>131.2</td>
<td>121.9K</td>
<td>25.1</td>
<td>24.4</td>
<td>( 2 \times 10^{-4} )</td>
</tr>
<tr>
<td>BUNNY</td>
<td>28.0K</td>
<td>5</td>
<td>25.0K</td>
<td>17.3</td>
<td>19.0K</td>
<td>1.1</td>
<td>1.1</td>
<td>( 8 \times 10^{-4} )</td>
</tr>
<tr>
<td>SQUIRREL</td>
<td>76.3K</td>
<td>6</td>
<td>133.1K</td>
<td>120.7</td>
<td>70.1K</td>
<td>17.2</td>
<td>17.0</td>
<td>( 6 \times 10^{-4} )</td>
</tr>
<tr>
<td>IGEA</td>
<td>72.5K</td>
<td>6</td>
<td>63.9K</td>
<td>22.3</td>
<td>42.1K</td>
<td>2.9</td>
<td>2.8</td>
<td>( 5 \times 10^{-4} )</td>
</tr>
<tr>
<td>KNOT</td>
<td>28.7K</td>
<td>4</td>
<td>38.0K</td>
<td>37.7</td>
<td>12.3K</td>
<td>1.0</td>
<td>0.9</td>
<td>( 9 \times 10^{-4} )</td>
</tr>
<tr>
<td>DINO</td>
<td>56.2K</td>
<td>5</td>
<td>71.1K</td>
<td>33.4</td>
<td>42.9K</td>
<td>2.8</td>
<td>2.8</td>
<td>( 5 \times 10^{-4} )</td>
</tr>
<tr>
<td>FELINE</td>
<td>199.5K</td>
<td>6</td>
<td>202.8K</td>
<td>114.3</td>
<td>99.9K</td>
<td>11.6</td>
<td>11.5</td>
<td>( 4 \times 10^{-4} )</td>
</tr>
<tr>
<td>DRAGON</td>
<td>437.6K</td>
<td>7</td>
<td>346.3K</td>
<td>365.9</td>
<td>201.9K</td>
<td>79.8</td>
<td>77.9</td>
<td>( 8 \times 10^{-4} )</td>
</tr>
</tbody>
</table>

Remark. One can easily modify the algorithm above to introduce off-surface points by adding them into the training set with estimated signed distance values. More specifically, one can modify the second step of the algorithm as:

\[
\alpha_1 = (K_1 + \gamma I)^{-1}(y - e^T b)
\]

and keep other parts of the original algorithm unchanged. Hence, our scheme can deal with problems either with or without normal information conveniently.

Empirically, in the above algorithm, the initial kernel parameter \( \sigma \) is typically set to the radius of the modelling object, and \( b \) is usually set to \( \sigma \). The damping ratio \( \eta \) is equal to 0.5. One can see that the total number of base points is controlled by the number of scales \( m \) and the precision threshold \( p \). The function smoothness is related to the weight \( \gamma_l \) for the regularization term.

4. Experiments

In this section, we discuss the details of our experimental implementation and report the results of performance evaluation of implicit surface modelling. We use a number of different 3D datasets in the experiments, in which most of them are from the Stanford 3D Scanning Repository. All the experiments reported in this paper were carried out on a Pentium-4 3.0 GHz PC with 2GB RAM. A standard marching cube algorithm is employed to visualize the implicit surfaces [6], which roughly demonstrates the embedding function over the entire view. The CHOLMOD package [3] is used for both the Cholesky and the LDL\(^T\) factorizations in our experiment for solving the optimization problems. We also implemented a multi-scale gradient based \( \varepsilon \)-SVR method used in [11], which is regarded as the state-of-the-art approach.

4.1. Evaluation of Computational Performance

To examine the performance of computational efficiency of our proposed scheme, we evaluate the computational cost of our methods on a number of different datasets. Table 2 shows the results of time cost of different methods on nine 3D datasets with different sizes of data points. In the table, the relative fitting accuracy is calculated from the number of scales \( m \) and the given precision \( p \). The time cost of each method on every dataset includes the time for generating the multi-scale subsets and for modelling the implicit surfaces. From the experimental results, we can see that our proposed factorization methods significantly outperform the \( \varepsilon \)-SVR method by gradient based optimizations in all test cases. The two factorization methods perform very closely; the LDL\(^T\) method is marginally better than the Cholesky method.

More specifically, looking into the results in detail, we observe that our solution can build the implicit surface model of the Stanford bunny (28K points) with 19K base points within 2 seconds. This is computationally highly competitive relative to previous work. For example, the state-of-the-art commercial solution of Fast RBF needed around 70 seconds for modelling the bunny data with 29.7K base points [2]. Compared with the performance reports in [16], our solution is significantly more efficient than the \( \varepsilon \)-SVR method.

4.2. Evaluation of Surface Fitting Performance

In addition to its highly competitive computational performance, we want to examine whether our multi-scale fitting method by the hierarchical Tikhonov regularization scheme can obtain competitive implicit surface models when applied to different data sets.

Multi-Scale Fitting. One important advantage of our solution is the multi-scale fitting. Figure 1 illustrates a multi-scale fitting example based on our hierarchical Tikhonov regularization scheme. From the results, we can see that the surface is smoother when the compact support size \( \sigma \) is larger. The base points of the high level represents the detail information of the surface. This multi-scale fitting solution can be applied to many applications of multi-resolution surface reconstruction.

Regularization. The regularization factor plays an important role in the implicit surface modelling. When the regularization term increases, the fitting function will become...
smoother, while the fitting error will usually increase. Generally speaking, using an appropriate regularization term can avoid the over-fitting issue of implicit surface modelling.

Figure 2. Example of the over-fitting problem. The left side is the over-fitting case without using regularization.

Figure 3. Modelling the cases of incomplete data. The bunny (28K points, 1.1 seconds) and the squirrel (76K points, 17 seconds) are studied.

Figure 4. Modelling an irregularly sampled Stanford Igea (73K points, 2.8 seconds). The right part of the original Igea is 90% decimated.

5. Conclusion

In this paper we presented a novel and efficient solution for the implicit surface modelling using machine learning techniques. We first outlined a theoretical framework of regularization networks in which the findings of several previous studies can be considered as special cases within the given regularization framework. Based on the solid theoretical framework, we suggested to tackle the implicit surface modelling problem using a Tikhonov regularization scheme. The optimization problem of the Tikhonov regularization scheme can be formulated into a sparse linear equation system, which can be efficiently solved by factorization methods. To further save computational cost and achieve good sparsity, we proposed a multi-scale fitting algorithm.

Interpolation of Incomplete Data. One important advantage of implicit surface models is able to interpolate incomplete data conveniently so that it can repair the holes of surfaces due to missing data. Figure 3 shows the bunny and squirrel examples in which parts of the 3D data are missing in the training sets shown in the left sub-figure. By applying our proposed technique, we can reconstruct the smooth surface without visual artifacts shown in the right sub-figure. Moreover, our scheme is able to deal with irregularly sampled cases. Figure 4 shows an example of an irregularly sampled 3D object. We can see that our technique can render the correct 3D surface without visual artifacts. Finally, Figure 5 shows several large-scale examples modelled by our technique.
Figure 5. Examples of large-scale implicit surface modelling. The Dino (56K points, 2.8s) with complex edge structures is modelled by 43K bases, and the Caltech feline (200K points, 11.5s) is modelled by 100K bases. The Stanford dragon contains more than 400K data points.

for the implicit surface modelling problem, which can reduce the total number of base points of the resulting models. Our empirical evaluations on a number of datasets of different scales demonstrated that our proposed method is more efficient than the state-of-the-art approaches. In addition to the advantage of computational efficiency, our solution also solves several challenging issues in surface modelling and reconstruction, such as multi-resolution surface reconstruction, the absence of normal information, incomplete data interpolation, and irregularly sampled cases.
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