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Abstract—As modern software systems continue to grow in terms of complexity and volume, anomaly detection on multivariate monitoring metrics, which profile systems' health status, becomes more and more critical and challenging. In particular, the dependency between different metrics and their historical patterns plays a critical role in pursuing prompt and accurate anomaly detection. Existing approaches fail short of industrial needs for being unable to capture such information efficiently. To fill this significant gap, in this paper, we propose CMAnomaly, an anomaly detection framework on multivariate monitoring metrics based on collaborative machine. The proposed collaborative machine is a mechanism to capture the pairwise interactions along with feature and temporal dimensions with linear time complexity. Cost-effective models can then be employed to leverage both the dependency between monitoring metrics and their historical patterns for anomaly detection. The proposed framework is extensively evaluated with both public data and industrial data collected from a large-scale online service system of Huawei Cloud. The experimental results demonstrate that compared with state-of-the-art baseline models, CMAnomaly achieves an average F1 score of 0.9494, outperforming baselines by 6.77% ∼ 10.68%, and runs 10× ∼ 20× faster. Furthermore, we also share our experience of deploying CMAnomaly in Huawei Cloud.
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I. INTRODUCTION

As modern software systems, e.g., online service systems, have grown to an unprecedented scale, failures become inevitable, leading to significant revenue loss and user dissatisfaction [1], [2], [3], [4], [5]. To understand the health status of an online service system, various monitoring metrics such as network traffic, server response delay, and CPU usage rate are closely monitored [6], [7], [8], [9], [10]. Anomaly detection over the monitoring metrics is a crucial approach to ensure the reliability and availability of the system, which aims to discover unexpected events or rare items in data. Many efforts [11], [12], [13], [14] have been devoted to univariate metric anomaly detection, which deals with only one single type of metric. However, more often than not, different types of monitoring metrics collectively can indicate the occurrence of anomalies more precisely [2]. Different system components (e.g., microservices for different functionalities) are tightly coupled, and failures tend to trigger anomalies in multiple monitoring metrics. For example, a problematic load balance server is often accompanied by a burst on both round-trip delay and in-bound traffic rate, which will further increase CPU utilization. However, a sudden rise in CPU utilization alone could be caused by regular service upgrades, which should not be regarded as an anomaly. Compared to univariate metric, anomaly detection on multivariate monitoring metrics is more challenging. We have identified three main reasons:

Demanding industrial requirements. In modern software systems, minutes of downtime could cause an expensive drain on company revenue. Therefore, suspicious anomalies should be quickly identified. Moreover, as systems continuously undergo feature upgrades and system renewal, the patterns of multivariate monitoring metrics may shift accordingly. To accommodate such ever-changing pattern shifts, the anomaly detection model must support fast model retraining.

Large-volume and noisy data. Although terabytes and even petabytes of metric data are being generated everyday, most of them do not contain much valuable information. For example, a significant portion of monitoring metrics only records plain system runtime behaviors. Moreover, a low signal-to-noise ratio is also a critical issue. Thus, multivariate metric anomaly detection with the presence of noise is challenging.

Sparsity of monitoring metrics' dependency. In industrial systems, hundreds or even thousands of monitoring metrics are being monitored. The dependencies among monitoring metrics are very sparse, i.e., most monitoring metrics are not or weakly dependent on other monitoring metrics. Therefore, how to automatically learn the dependencies among different monitoring metrics is critical towards efficient multivariate metric anomaly detection.

In the literature, many studies have shifted to anomaly detection on multivariate monitoring metrics, which mainly resorts to different deep learning-based models. For example, OmniAnomaly [15] proposes to learn the normal patterns of multivariate time series by modeling data distribution through stochastic latent variables. Anomalies are then determined by reconstruction probabilities. Similarly, Malhotra et al. [16] used an LSTM-based (long short-term memory) encoder-decoder network to learn time series’s normal patterns and
Zhang et al. [17] used an attention-based convolutional LSTM network. Although tremendous progress has been made, we still observe two major limitations of existing approaches: 1) the interactions among monitoring metrics are not explicitly modeled, and 2) the efficiency falls behind industrial needs. Specifically, previous approaches [15], [16], [18] detect anomalies on multivariate monitoring metrics mainly by stacking different types of monitoring metrics into a feature matrix and feeding it to sophisticated neural network models. In this manner, each metric corresponds to one feature, and monitoring metrics’ interactions are implicitly learned at the cost of complicated model design, resulting in inevitable false alarms. More recent studies tackle this problem by constructing an $m \times m$ metric inner-product matrix [17] or a complete graph [19] for $m$ different monitoring metrics to capture the pairwise metric interaction, both of which yield an $O(m^2)$ computation complexity. Similarly, heavy models such as graph neural networks [20] are employed to learn monitoring metrics’ dependencies by feeding the matrix or training on the graph. Different from them, we argue that by properly modeling the interactions of monitoring metrics along with feature and temporal dimensions, cost-effective neural network models can be leveraged for anomaly detection.

In this paper, to overcome the aforementioned limitations, we propose CMAnomaly, an efficient unsupervised model for anomaly detection over multivariate monitoring metrics. Specifically, we propose a collaborative machine to conduct cross-feature and cross-time metric interactions by taking the inner product of pairwise monitoring metrics and pairwise timestamps. Moreover, to capture the existing sparse dependency, we assign a weight to each metric (or timestamp), and the importance of a pair of dependencies is measured by the product of corresponding weights. However, such a weighted interactions mechanism still costs quadratic computation as previous approaches do. To alleviate this problem, inspired by factorization machines [21], we reformulate the proposed collaborative machine and reduce the computation from quadratic time complexity to linear complexity, which ensure the efficiency of CMAnomaly. After that, to consider both the feature and temporal factors simultaneously, the results of interactions from both aspects are concatenated and fed to a cost-effective multi-layer perceptron (MLP). Particularly, the model is trained by learning from the historical normal patterns of monitoring metrics and predicting their future states. Anomalies are then identified based on prediction errors. Such learning paradigms have been proven to be effective in many related studies [22], [19]. To sum up, in this paper, we make the following major contributions:

- We propose CMAnomaly, an efficient unsupervised model for anomaly detection over multivariate monitoring metrics (§ III). CMAnomaly explicitly models the interactions among monitoring metrics along both temporal and feature dimensions. More importantly, we reduce the computation of our model from quadratic to linear complexity. In doing this, anomaly detection can be performed efficiently to process a large volume of data in the real world.
- We conduct extensive experiments with both public and industrial data collected from a large-scale online service provider, Huawei Cloud (§ IV). The experimental results demonstrate that CMAnomaly achieves 0.9494 F1 score with 4.45% improvement over the state-of-the-art approaches. Moreover, CMAnomaly can run $10 \times \sim 20 \times$ faster than the baseline models.
- We have successfully incorporated CMAnomaly into the troubleshooting system of the Huawei Cloud. Feedback from on-site engineers confirms its practical benefits conveyed to various online services and products. We also share the hands-on experience story to benefit the community (§ VI).

II. BACKGROUND

A. Dependency of Multivariate Monitoring Metrics

In recent years, the complexity and scale of modern software systems are growing at a rapid speed. Various types of monitoring metrics that profile an entity’s health status need to be closely monitored [15]. Particularly, an entity can be a logical one like a service or a physical one like a computing server. They provide system operators and engineers with the most prompt and direct way to understand the system. As different system components are tightly-coupled and work collaboratively, there exists some dependency among monitoring metrics, i.e., Multivariate monitoring metrics. Consequently, when failures are encountered, the dependent monitoring metrics are likely to exhibit abnormal behaviors simultaneously. Such dependencies reflect some intrinsic properties of the system and thus provide more reliable evidence for multivariate monitoring metric anomaly detection.

![Fig. 1. Multivariate monitoring metrics Snippet from Server Machine Dataset](image)

A real-world example is provided in Figure 1, which is from a public dataset released by [15]. The four monitoring metrics in the figure constitute a typical set of dependent monitoring metrics. Particularly, CPU LOAD and ETH INFLOW are strongly correlated as their curves exhibit a highly similar trend. Without considering such dependency, we will miss a complete picture of the system’s health status. For example, in the segment marked as Normal A, we can see a clear spike...
in MEMORY USAGE, which would be flagged as an anomaly without a glance at the other three monitoring metrics. Similar situation happens to segment Normal B, where boots can be clearly seen in both CPU LOAD and ETH INFLOW. Therefore, we need to consider the full set of multivariate monitoring metrics to pursue an accurate anomaly detection, as shown in segment Anomaly A and Anomaly B. Besides the dependency between monitoring metrics, we can also leverage historical monitoring metric patterns to reduce false positives. Specifically, in Figure 1, all monitoring metrics have witnessed some abnormal spikes in history. However, they do not necessarily indicate the occurrence of failures. By learning such historical patterns, our model will not be too sensitive to spikes and will be able to distinguish benign change patterns from anomalous ones.

B. Problem Statement

Anomaly detection on system monitoring metrics is crucial for proactive and prompt troubleshooting, aiming to discover abnormal status exhibited by the monitoring metrics. Such anomalies often indicate that a system encounters faults or attacks. In this paper, we focus on anomaly detection for an entity based on the multivariate monitoring metrics collected from it at equal-space timestamps [15]. The problem can be formally defined as follows.

The input of multivariate monitoring metrics can be represented as \( X = \mathbb{R}^{n \times m} \), where \( n \) is the number of different monitoring metrics and \( m \) is the number of observations. The \( t \)-th row of \( X \), denoted as \( x_t = [x_{t1}, x_{t2}, \ldots, x_{tm}] \), is a m-dimensional vector containing the observation of each monitoring metric at timestamp \( t \). Similarly, the \( k \)-th column of \( X \), denoted as \( x^k = [x_{1k}, x_{2k}, \ldots, x_{nk}] \), is a n-dimensional vector containing the observations of the \( k \)-th monitoring metric. Particularly, we denote \( x^k_{ij} = [x^k_{1j}, x^k_{2j}, \ldots, x^k_{nj}] \) as a consecutive sequence of \( x^k \) from timestamp \( i \) to \( j \).

The objective of anomaly detection for multivariate monitoring metrics is to determine whether a given \( x_t \) is anomalous, i.e., whether the entity is in abnormal status at timestamp \( t \). For each timestamp \( t \), our model calculates an anomaly score \( s_t \in [0, 1] \), which represents the probability of \( x_t \) being anomalous. If \( s_t \) is larger than a pre-defined threshold \( \theta \), \( x_t \) will be predicted as an anomaly. The ground truth \( y \in \mathbb{R}^n \) is an n-dimensional vector consisting 0 and 1, where 0 indicates a normal point, and 1 indicates an anomalous one.

III. METHODOLOGY

In this section, we introduce CMAnomaly, our anomaly detection framework for multivariate monitoring metrics. We will begin with an overview of CMAnomaly, followed by a detailed explanation.

A. Overview of CMAnomaly

In today’s software systems, e.g., online service systems, engineers face an overwhelming number of monitoring metrics, which are being generated in a 24x7 non-stop basis. It would be labor-intensive and error-prone to manually investigate each metric for failure detection and diagnosis. CMAnomaly facilitates this process by providing automated and effective multivariate metric anomaly detection.

The overall framework of CMAnomaly is illustrated in Figure 2, which consists of four phases, i.e., data preprocessing, collaborative machine, model training, and anomaly detection. The first phase preprocesses the data by applying normalization and window sliding. Particularly, the input types of monitoring metrics can vary depending on the application scenario. These monitoring metrics can be unified to the same range by normalization. In the subsequent phase, the preprocessed data is input into the collaborative machine, CMAnomaly’s core component, which effectively captures interactions among multivariate monitoring metrics across both feature and temporal dimensions. Next, we train a forecasting-based anomaly detection model [22], [23] that identifies anomalies via prediction errors. The collaborative machine enables the use of a cost-effective model architecture, with both phases crucial for a highly accurate and efficient anomaly detector. Finally, the trained model is used to detect anomalies in new observations.

B. Preprocessing

Different monitoring metrics may have distinct scales, for example, the metric monitoring the CPU execution, i.e., CPU USAGE, is in the range of 0% to 100%. However, the metric monitoring the network traffic, i.e., INBOUND PACK-AGE RATE can range from zero to millions of kilobytes. Therefore, data normalization is performed for each individual metric to ensure the robustness of our model. After that, we conduct a sliding window to generate input to the model. Each window preserves the local pattern of multivariate monitoring metrics.

1) Data Normalization: We apply max-min normalization to each individual metric, i.e., \( x^k \), as follows:

\[
x^k_{\text{norm}} = \frac{x^k - \min(x^k)}{\max(x^k) - \min(x^k)}
\]

where the values of \( \max(x^k) \) and \( \min(x^k) \) are computed in the training data, which will then be used for test data normalization. For simplicity, we omit the "norm" subscript in the following elaboration.

2) Sliding Window: The sliding window is to partition monitoring metrics along the temporal dimension. Particularly, it consists of two attributes, i.e., window size \( \omega \) and stride \( r \). The stride indicates the forwarding distance of the window along the time axis to generate multivariate metric windows. As the stride is often smaller than the window size, there exists overlapping between two consecutive windows. We denote the \( s \)-th sliding window as:

\[
X_s = [x_{sr\tau}, x_{sr\tau+1}, \ldots, x_{sr\tau+\omega-1}]
\]

where \( s \in [0, 1, 2, \ldots] \). \( X_s \) together with the observations at the next timestamp of the window, i.e., \( \hat{x}_s = x_{sr\tau+\omega} \), constitute a pair \( (X_s, \hat{x}_s) \), where \( X_s \in \mathbb{R}^{\omega \times m} \) and \( \hat{x}_s \in \mathbb{R}^m \).
C. Collaborative Machine

As depicted in Figure 1, accurate anomaly detection on multivariate monitoring metrics requires consideration of metric dependencies. Historical patterns also offer crucial anomaly detection clues, especially if historical spikes have not resulted in reported failures. By learning these benign change patterns, our model can effectively reduce noise in monitoring metrics.

In this section, we propose the collaborative machine, a mechanism to efficiently capture the interactions of multivariate monitoring metrics along with both the feature and temporal dimensions. Specifically, we allow cross-feature and cross-timestamp interactions by taking the inner-product of pairwise monitoring metrics and pairwise timestamps in a multivariate metric window as shown in Figure 2. The results are two types of vectors, i.e., metric feature vector and temporal vector, which captures the dependencies and historical patterns of monitoring metrics, respectively. Inspired by the factorization machine [21], we reformulate metric and timestamp inner-product pairs to achieve linear time complexity, reducing computational complexity. Both types of features are then concatenated and fed into a cost-effective model for training.

1) Multivariate Monitoring Metrics Interactions: To explicitly capture the dependency between multivariate monitoring metrics and their historical patterns, for each sliding window, denoted as $X_s \in \mathbb{R}^{\omega \times m}$, we calculate the pairwise inner product of all metric feature vectors, i.e., $x_{s, t}^{k, \tau, \theta, +, \omega - 1}$, $k \in [1, m]$, and temporal vectors, i.e., $x_t, t \in [\tau, \tau + \omega - 1]$. Particularly, for notation simplification, we remove the subscript of feature vectors.

$$h_f = b_0 + \sum_{i=1}^{m} w_i x_i^2 + \sum_{i=1}^{m} \sum_{j=i+1}^{m} \langle x_i^i, x_j^j \rangle v_i v_j$$

(3)

$$h_t = b_0 + \sum_{i=1}^{\omega} \sum_{i=1}^{m} \sum_{j=i+1}^{m} \langle x_i^i, x_j^j \rangle \hat{v}_i \hat{v}_j$$

(4)

The cross-feature and cross-time metric interactions, denoted as $h_f$ and $h_t$, are formulated as Equation 3 and 4, respectively. Particularly, we only elaborate on the Equation 3 as Equation 4 shares the same format. In Equation 3, $b_0, w_i, v_i, v_j \in \mathbb{R}$ are trainable parameters, $x_i^i, x_j^j \in \mathbb{R}^{\omega}$ are the $i^{th}$ and $j^{th}$ column of $X_s$, with each column representing all the observations of a metric in the corresponding window, and $\langle \cdot, \cdot \rangle$ is the operation of inner product. The equation is composed of three terms: the first term is a trainable bias, the second term is a weighted sum of all monitoring metrics without explicit interaction, and the third term is the core part of the proposed collaborative machine, which models the pairwise metric interactions. Specifically, each pair of metric interactions is modeled by the inner product of the corresponding two monitoring metrics. However, not all the pairs share the same importance. To model the importance of each metric and its interaction with other monitoring metrics, we assign a trainable weight to each particular metric, e.g., $v_i$ for the $i^{th}$ metric. After that, while interacting with other monitoring metrics, the product of the weights can measure the importance of the combination, e.g., $v_i v_j$ denotes the importance of the interaction between the $i^{th}$ and $j^{th}$ monitoring metrics.

2) Efficient Computation: As all pairwise feature and temporal interactions require to be computed, the operations shown in Equation 3 and 4 are computational expensive, i.e., $\mathcal{O}(m^2 \omega)$ and $\mathcal{O}(\omega^2)$, respectively. They are not practical for industrial scenarios as a small increase in the number of multivariate monitoring metrics or observation step size, i.e., larger $m$ and $\omega$, will quickly increase the computation complexity. To capture the feature and temporal interactions more efficiently, inspired by the work of Rendle et al. [21], we reformulate the pairwise interaction term in Equation 3 and 4, which could greatly reduce the computation cost, leading to a linear time complexity. Particularly, we only demonstrate the reformulation of the feature interaction term in Equation 3, as the temporal version in Equation 4 can be derived similarly:

$$\frac{1}{2} \sum_{i=1}^{m} \sum_{j=i+1}^{m} \langle x_i^i, x_j^j \rangle v_i v_j - \frac{1}{2} \sum_{i=1}^{m} \langle x_i^i, x_i^j \rangle v_i v_i$$

(5)

$$\frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \sum_{r=1}^{\omega} x_{i, r}^j v_i v_j - \frac{1}{2} \sum_{i=1}^{m} \sum_{r=1}^{\omega} x_{i, r}^i v_i v_i$$

(6)

$$\frac{1}{2} \sum_{r=1}^{\omega} \left( \sum_{i=1}^{m} x_{i, r}^j v_i \right) \left( \sum_{j=1}^{m} x_{i, r}^j v_j \right) - \sum_{i=1}^{m} (x_{i, r}^i)^2 v_i^2$$

(7)

$$\frac{1}{2} \sum_{r=1}^{\omega} \left( \sum_{i=1}^{m} x_{i, r}^j v_i \right)^2 - \sum_{i=1}^{m} (x_{i, r}^i)^2 v_i^2$$

(8)

$$\frac{1}{2} \sum_{r=1}^{\omega} \left( \sum_{i=1}^{m} x_{i, r}^j v_i \right)^2 - \sum_{i=1}^{m} (x_{i, r}^i)^2 v_i^2$$

(9)

Equation 9 is mathematically equivalent to the third term of Equation 3. The time complexity for Equation 5 is $\mathcal{O}(m^2 \omega)$ since the term $\langle x_i^i, x_i^j \rangle$ needs $\omega$ times computations. After
our reformulation, the computation complexity for capturing metric interactions is decreased from \(O(n^2\omega)\) to \(O(n\omega)\) as shown in Equation 9. Moreover, the computation involved in Equation 9 can be implemented as matrix multiplications, which can be accelerated by GPU (graphics processing unit) for better efficiency. By substituting the interaction terms in both Equation 3 and 4, we can capture the pairwise cross-feature and cross-time interactions to produce \(h_f\) and \(h_t\) in a highly efficient manner.

D. Model Training and Anomaly Detection

The last two phases of CMAnomaly are model training and anomaly detection. The anomaly detection model of CMAnomaly works in a forecasting manner. To be more specific, the model is trained to predict the next metric values given preceding observations. Anomaly is then detected based on prediction errors, as shown in Figure 2. In the training phase, as most multivariate monitoring metrics would reflect the normal status of an entity, the model will learn the normal patterns of monitoring metrics, i.e., what the next observations would be given previous ones. Although there could be anomalies in the training data, they tend to be forgotten by the model as they rarely appear. Consequently, in the detection phase, the model will predict “normal” metric values based on the learned patterns. If the real observations deviate from the predicted ones by a significant margin, an anomaly may happen, i.e., the entity is not in its normal status. Particularly, the deviation measures the likelihood of the occurrence of the anomaly.

Our framework supports various types of neural network models for anomaly detection. However, thanks to the formulation of metric interactions in Equation 3 and 4, we find a cost-effective model architecture, i.e., multi-layer perceptron (MLP), is sufficient to achieve competitive performance. The anomaly detection model can be formulated as follows:

\[
\hat{h}_{i+1} = \sigma(h_i \hat{X}_i + \hat{b}_i), i = 0, 1, \ldots, L - 1,
\]  

where \(L\) is the number of layers of the MLP model, \(\hat{W}_i, \hat{b}_i\) are trainable parameters with customizable size, and \(\sigma(x) = \max(0, x)\) is the ReLU activation function. Particularly, we simultaneously consider the cross-feature and cross-time metric interactions by concatenating \(h_f\) and \(h_t\), which is the input to the model, i.e., \(\hat{h}_0 = \text{concat}(h_f, h_t)\). \(\hat{\gamma} = \hat{h}_L \in \mathbb{R}^m\) is the prediction result produced by the last layer of the MLP model, which contains the predicted values for all monitoring metrics at the next timestamp.

1) Training: We train the anomaly detection model by minimizing the following mean square error (MSE) loss \(\mathcal{L}\) between the predictions and ground truth observations:

\[
\mathcal{L} = \sum_{i=1}^{N} \| \hat{y}_i - \hat{x}_i \|_2^2,
\]  

where \(N\) is the number of training sliding windows, \(\hat{y}_i \in \mathbb{R}^m\) and \(\hat{x}_i = x_{i, t+\omega}^r \in \mathbb{R}^m\) are the predicted and ground truth observations for the \(i^{th}\) window, respectively. The minimization of \(\mathcal{L}\) is conducted using the Adam optimizer [24]. Particularly, we stop the training process when the loss \(\mathcal{L}\) is relatively stable, i.e., the change of \(\mathcal{L}\) is less than \(10^{-5}\). With the minimization of loss \(\mathcal{L}\) during training, CMAnomaly can learn from the normal patterns in the training data by updating all trainable parameters, e.g., \(v_i, v_j\) denoting the interaction weights.

2) Detection: After the model is trained, we compute an anomaly score for each window \(X_i\) in the testing data. Specifically, we first calculate the MSE between the predicted and ground truth observations, and then apply the sigmoid function to rescale the score to the range [0, 1], which represents the probability of the occurrence of an anomaly:

\[
s_i = \phi \left( \frac{1}{m} \| \hat{y}_i - \hat{x}_i \|_2 \right)
\]  

where \(\phi(x) = \frac{1}{1+e^{-x}}\) is the sigmoid function.

To determine whether an anomaly has happened, a threshold \(\theta\) should be defined for the anomaly score. The timestamps with a large anomaly score, i.e., \(s_i \geq \theta\), should be regarded as anomalous points. In reality, the threshold can be set by on-site engineers based on their experience. A large threshold imposes a strict anomaly detection policy, which may miss important system failures, i.e., low recall. However, a small threshold increases the sensitivity to metric changes, resulting in false alarms, i.e., low precision. In our experiments, we empirically set the threshold that yields the best experimental results.

IV. EXPERIMENTS

In this section, we evaluate CMAnomaly using both public data and industrial data. Particularly, we aim to answer the following research questions (RQs):

- **RQ1**: How effective is CMAnomaly in anomaly detection over multivariate monitoring metrics?
- **RQ2**: How much does the proposed collaborative machine mechanism contribute to the overall effectiveness of CMAnomaly?
- **RQ3**: How efficient is CMAnomaly compared with existing approaches?

A. Experimental Setup

1) Dataset: To evaluate the effectiveness of CMAnomaly, we conduct experiments on three public datasets. Moreover, to confirm its practical significance, we collect an industrial dataset from the Networking service of the Huawei Cloud.

**Public dataset.** SMD (Server Machine Dataset), SMAP and MSL are two real-world datasets released by NASA. They are collected from the running spacecraft and contain a set of telemetry anomalies corresponding to actual spacecraft issues involving various subsystems and channel types [22]. SMD dataset is collected from a large Internet company containing a 5-week-long monitoring metrics of 28 machines released by Su et al. [15].

**Industrial dataset.** Besides the public dataset, we also collected real-world monitoring metrics from a global cloud...
service provider Huawei Cloud to conduct a more comprehensive evaluation. The online services of the Huawei Cloud have been supporting tens of millions of users worldwide. Therefore, to provide a stable 24×7 service, the status of each online service is closely monitored with monitoring metrics. The engineers can fix problems timely if the anomalies of monitoring metrics can be automatically detected and reported in real-time. To evaluate our method in a practical scenario, we collected a 30-day-long monitoring metrics dataset with 13 online services. The dataset is termed as *Industry* in Table I. Each of the online services has 15~30 different types of monitoring metrics. We use the first 20 days of monitoring metrics as the training data and the rest as the testing data. For labeling the dataset, we rely on corresponding issue reports, which contain the start and end times of problems identified by on-site engineers or customers of an online service. Anomalies are designated during periods when the online service is deemed problematic, while the remaining data is considered normal. We also open-source this dataset to facilitate future studies in this field.

The statistics of the datasets are listed in the Table I. *#Train* and *#Test* denote the number of observations in the training and testing dataset, respectively. *#Entities* denotes the number of entities in a dataset. Specifically, in SMAP and MSL, the entity is a spacecraft that can be viewed as a complex software system composed of multiple interconnected components, each serving a specific functionality. In SMD, the entity is a server machine. In our industrial dataset, each entity serves as an online service, e.g., load balance, machine learning, deep learning, remote storage, and authentication. *#Dim.* stands for the number of monitoring metrics associated with an entity. *Anomaly Ratio* is the ratio of the number of anomalous points to the number of observations.

### Table I: Dataset Statistics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Train</th>
<th>#Test</th>
<th>#Entities</th>
<th>#Dim.</th>
<th>Anomaly Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMAP</td>
<td>135,183</td>
<td>427,617</td>
<td>55</td>
<td>25</td>
<td>13.13</td>
</tr>
<tr>
<td>MSL</td>
<td>58,317</td>
<td>73,729</td>
<td>27</td>
<td>55</td>
<td>10.72</td>
</tr>
<tr>
<td>SMD</td>
<td>708,405</td>
<td>708,420</td>
<td>28</td>
<td>38</td>
<td>4.16</td>
</tr>
<tr>
<td>Industry</td>
<td>1,728,000</td>
<td>864,000</td>
<td>13</td>
<td>15~30</td>
<td>1.16</td>
</tr>
</tbody>
</table>

2) **Experimental Environment:** We run all experiments on a Linux server with Intel Xeon Gold 6148 CPU @ 2.40GHz and 1TB RAM, GeForce RTX 2080 Ti, running Red Hat 4.8.5 with Linux kernel 3.10.0. In addition, the proposed model is implemented under the PyTorch framework and runs on the GPU.

3) **Evaluation Metrics:** As anomaly detection is a binary classification problem, we employ Precision (PC), Recall (RC), and F1 score (F1) for evaluation, as calculated by Equation 13. Specifically, TP (true positive) denotes the number of anomalous samples that the model correctly predicts as an anomaly. FP (false positive) is the number of normal samples that the model mistakenly recognizes as an anomaly. FN (false negative) is the number of normal samples that are predicted as normal. F1 score is the harmonic mean between precision and recall. A higher F1 score indicates a better model. To show the best performance of our method, we manually tune the anomaly threshold to achieve the best F1 score as done by [25].

\[
PC = \frac{TP}{TP + FP} \quad RC = \frac{TP}{TP + FN} \quad F1 = 2 \cdot \frac{PC \cdot RC}{PC + RC} \tag{13}
\]

In practice, failures often last for a certain period, which results in consecutive anomalies within a time range. Therefore, it is practical to apply the point adjustment process as done in [15], [25], [11], which consider that a model makes a correct prediction for an anomalous segment if at least one point in the segment is successfully predicted as an anomaly. The following evaluation results are obtained after applying point adjustment.

**B. RQ1: Effectiveness of CMAnomaly**

To study the effectiveness of CMAnomaly, we compare its performance with various state-of-the-art baseline models on both the public datasets and the industrial dataset collected from Huawei Cloud. We first train CMAnomaly on the training data until convergence. Then, we compute the anomaly score for each observation of the testing data. After that, we manually try thresholds \( \theta \) in the range of \([0, 1] \) with a step size of 0.1 to produce the prediction. In particular, for the baselines with automatic threshold selection mechanism, we replace such mechanism with manual selection. In doing this, we follow a recent work [25] to obtain the best performance of all models for a fair comparison. Finally, the predictions of all models are adjusted as normal. F1 score is the harmonic mean between precision and recall.

Performance on public datasets: We select six unsupervised multivariate metric anomaly detection methods as the baselines, which are isolation forest (IF) [26], LSTM-NDT [22], DAGMM [27], LSTM-VAE [18], autoencoder (AE) [25], OmniAnomaly [15] and USAD [25].

The overall performance is shown in Table II, where we mark the best F1 score in bold and underline the second-best ones. We also report the average metrics on all datasets in the “Average” columns. We have the following observations: (1) IF achieves the worst performance compared with other baseline models. Because IF tries to isolate the anomalous timestamp independently, which loses the temporal dependency. (2) Other LSTM-based or AE-based methods including LSTM-NDT, DAGMM, LSTM-VAE, AE perform much better than IF and achieve 0.6861 ~ 0.8283 F1 score because these models take a window of observations as input, which helps to retain valuable historical information. (3) OmniAnomaly and USAD outperform other baselines by a large margin and achieve nearly 0.88 f1 score. These two methods introduce different mechanisms to ensure robust anomaly detection. OmniAnomaly models MTS through stochastic variables and uses reconstruction probabilities to determine anomalies. Differently, USAD utilizes the generative adversarial network (GAN) to train autoencoders, which allows the model to detect anomalies close to normal data. (4) The proposed method CMAnomaly achieves the highest F1 score on all datasets. The average F1 score is improved to 0.9494 from the second-best, i.e., 0.8892, achieved by USAD. The cost-effective design of CMAnomaly allows it to incur fewer trainable parameters than USAD. As a consequence, overfitting to the training data could be alleviated. In other words, only normal patterns with relatively high occurrence are learned by CMAnomaly during training. When making anomaly detection on the test data, CMAnomaly can be less sensitive and only raise the anomaly score when a real anomaly happens, avoiding more false alarms than USAD. The experimental results indicate that the
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PC of CMAnomaly is significantly higher than USAD (0.9850 vs 0.8607), which implies fewer false alarms.

### TABLE III
**Accuracy Comparison on Industrial Dataset**

<table>
<thead>
<tr>
<th>Methods</th>
<th>PC</th>
<th>RC</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>OmniAnomaly</td>
<td>0.6639</td>
<td>0.8382</td>
<td>0.7283</td>
</tr>
<tr>
<td>LSTM-VAE</td>
<td>0.8273</td>
<td>0.7436</td>
<td>0.7560</td>
</tr>
<tr>
<td>CMAnomaly</td>
<td>0.9179</td>
<td>0.8202</td>
<td>0.8368</td>
</tr>
</tbody>
</table>

**Performance on industrial dataset.** To evaluate the effectiveness of CMAnomaly in the industrial application, we apply two most effective anomaly detection methods whose source code is publicly available, i.e., LSTM-VAE [18] and OmniAnomaly [15] on the industrial dataset for comparison.

The experimental results are shown in Table III. In particular, the PC of OmniAnomaly is the lowest, but the RC is the highest because the complex architecture of OmniAnomaly incurs more trainable parameters, which makes it easier to overfit the training data. Therefore, OmniAnomaly is more sensitive to capture more anomalies but has the most false positive alarms. Different from the results in Table II, LSTM-VAE outperforms OmniAnomaly on this dataset in terms of F1. LSTM-VAE has a more light-weight design than OmniAnomaly, so LSTM-VAE suffers less overfitting. As a result, LSTM-VAE only raises the anomaly score when the new observation deviates more from the prediction. In this case, though higher PC is achieved, LSTM-VAE has the lowest RC because it cannot effectively find all possible anomalies. CMAnomaly can balance PC and RC better and achieves the best F1 score, ~0.08 higher than the second-best one achieved by LSTM-VAE. The collaborative machine facilitates CMAnomaly to capture the dependency of the training monitoring metrics effectively. Therefore, CMAnomaly avoids overfitting the noisy points existing in training data e.g., usual spikes as shown in Figure 1. Instead, CMAnomaly reports a higher anomaly score only when the dependent monitoring metrics are anomalous, thus achieves the highest precision. Moreover, CMAnomaly keeps the sensitivity to detect more true positive samples thanks to the ability of capturing the dependency.

### C. RQ2: Effectiveness of Collaborative Machine

To evaluate the effectiveness of the proposed collaborative machine used in CMAnomaly. We firstly produce a variant of CMAnomaly by removing the collaborative machine (CM). Specifically, we use the average of all the monitoring metrics across the time dimension as the input of the MLP instead of hidden vectors computed by Equation 3 and Equation 4. In doing this, explicit interactions are removed. Then we apply the variant to perform anomaly detection on three public datasets SMAP, MSL, and SMD. Then, we compare the F1 score obtained by the variant with CMAnomaly. Figure 3 shows the accuracy comparison between the variant and CMAnomaly. The variant is denoted as “CMAnomaly w/o CM” in the figure. We can observe that the accuracy of the variant drops on all three datasets. Especially, the average accuracy decreases by ~ -0.07 from 0.9494 to 0.8789. This can be explained by the loss of valuable temporal and feature information of the variant. On the one hand, without the collaborative machine, the sequential dependency and feature dependency cannot be captured, which hinders the model to learn from the normal patterns in the training data. As a consequence, when making the prediction in the anomaly detection stage, the new normal observation cannot be accurately predicted thus larger anomaly score may be produced. Therefore, more false alarms are reported.

### D. RQ3: Efficiency of CMAnomaly

In this section, we evaluate the efficiency of CMAnomaly compared with the baseline models. We select the OmniAnomaly and LSTM-VAE for comparison because they are the most effective methods that are open-source. We conduct the comparison based on the official implementation of OmniAnomaly and LSTM-VAE. Next, we perform these methods on the industrial dataset and record training time and prediction time. Training time defines as the total time of feeding the preprocessed data to the model, and prediction is the total time used to predict the next observation on all the windows in the test set. Specifically, for a fair comparison, all the models are trained in a batch-wise manner for one epoch, and the same batch size is used. In real-world practice, we need to apply different window sizes to detect anomalies under different granularities. Therefore we increase the window size $\omega$ in the range of [16, 32, 64, 128, 256] to evaluate the efficiency of different methods. Stride is set as $\tau = 5$ on the training data and $\tau = 1$ on the test data because anomaly detection on test data should be conducted under finer granularity to alleviate missing anomalies. All the experiments run on the same computation machine on a GPU of GeForce RTX 2080 Ti.

Figure 4(a) and 4(b) show the efficiency comparison of the selected models in the training and prediction phases, respectively. According to the results, we can see that (1) the computational cost of LSTM-VAE and OmniAnomaly increases quickly with a larger window size, because both of the methods adopt LSTM as a core part to handle sequential input. Therefore, when we increase the window size, the depth of the LSTM increases, thus incurs more computation. (2) OmniAnomaly costs more time (nearly 2×) than LSTM-VAE though they share similar LSTM and VAE architecture. Nevertheless, OmniAnomaly introduces additional stochastic variable connection and planar normalizing flow to model the monitoring metrics, which are more computationally expensive. (3) CMAnomaly is the most efficient method. To be more specific, CMAnomaly is...
and less than that of the training data, more test sliding windows on the test set is set to \( RC \).
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E. Case Study

When varying the window size. Mainly, since nearly 10x faster than LSTM-VAE and 20x than OmniAnomaly. Significantly, the training and prediction time do not increase a lot when varying the window size. Mainly, since \( \tau \) on the test set is set to 1 and less than that of the training data, more test sliding windows are generated. Therefore, the test time of CMAnomaly is slightly larger than the training time. This only happens on CMAnomaly because the other two methods need more computation on the back-propagation during training. The cost-effective design and reduction of the computation complexity of CMAnomaly benefit its efficiency. Moreover, both the collaborative machine and MLP of CMAnomaly can be well accelerated by the asynchronous computing architecture of GPUs. Therefore, CMAnomaly could conduct efficient training and prediction.

We want to emphasize that the efficiency of CMAnomaly can meet the demanding requirements of industrial scenarios. (1) Generally, a large-scale system is closely monitored by a large number of monitoring metrics collected every second. Such a large quantity of monitoring metrics cloud be processed by CMAnomaly in real-time. (2) CMAnomaly can be fast retrained to learn the new patterns of monitoring metrics after the system upgrades. With this advantage, the deployment of an online anomaly detection service will not be suspended for too long.

E. Case Study

To make a more concrete evaluation of CMAnomaly, we provide a case study on how CMAnomaly computes anomaly scores for given multivariate monitoring metrics. This case study is conducted on a segment of the industrial dataset. The monitoring metrics monitor the traffic of connected network nodes supporting a service. After the model is trained, we apply the model to consecutively predict the monitoring metrics and detect anomalies. The results are shown in Figure 5. In this figure, the first four rows show the real observation of the monitoring metrics and the prediction made by CMAnomaly. The last row shows the anomaly score of the entity and a threshold selected. If we consider the monitoring metrics individually, the first two monitoring metrics have spikes at both segments marked as "Normal" and "Anomaly" so anomalies would be alarmed. Differently, our method computes a much lower anomaly score of the "Normal" segment than the "Anomaly" segment by simultaneously considering the dependency of all the monitoring metrics. As a result, the anomaly score at the true positive segment can be magnified. In fact, the "Normal" spikes are caused by a typical increase of user requests to a port of the service. However, in the "Anomaly" segment, a physical machine failure happens, which leads to anomalous patterns of the monitoring metrics.

F. Threat to Validity

We have identified the following major threats to validity.

Labeling noise. To evaluate the practical usage of CMAnomaly, we conduct experiments on an industrial dataset collected from Huawei Cloud. The evaluation requires on-site engineers to manually inspect the monitoring metrics and label the anomalies. As the labeling is done manually, label noises, i.e., false positives and false negatives, may be introduced. However, the engineers we invited have rich domain knowledge and years of system troubleshooting experience. They are required to discuss and confirm the labeling results with each other. Moreover, the failures we selected are typical to the service systems. Engineers can quickly and confidently do the labeling work. Therefore, we believe the amount of noise is small.

Model implementation and parameter settings. The implementation of our model and baseline models as well as parameter settings are important internal threats to the validity. To reduce this threat, we collect the source code released by each work or directly employ the results employed in the paper. For our model, we employ peer code review. Specifically, all authors of this paper are required to check the code carefully. Moreover, all experiments are repeated multiple times and the average results are reported. In terms of parameter settings, we conduct a series of comparative experiments and empirically select the best results. As our model possesses the merit of high efficiency, the best results can be quickly obtained.

V. RELATED WORK

In the literature, anomaly detectors over multivariate metrics can be categorized to implicit modeling and explicit modeling schemas.

Implicit Modeling. The major challenge of multivariate anomaly detection comes from the effective modeling of complex temporal dependence and stochasticity of Multivariate monitoring metrics. Much previous work attempts to capture the normal temporal dependence by
modeling hidden states implicitly. For example, Hundman et al. [22]
leverages LSTM for anomaly detection in spacecraft time-series
metrics based on prediction errors. Malhotra et al. [16] proposes
an LSTM-based encoder-decoder network that reconstructs “normal”
time series and detects anomalies through reconstruction errors.
Another way to model normal patterns is to learn the distribution
of input data like deep generative models [28] and deep Bayesian
network [29]. Donut [12] employs Variational AutoEncoder (VAE)
to generate the normal hidden state of seasonal monitoring metrics
without expert-labeled data. With solid theoretical explanation, Donut
successfully detects anomalies in seasonal monitoring metrics with
various patterns and data quality, but enjoys high time complexity in
the training phase. To reduce the training complexity, DAGMM [27]
simplify the hidden state as a combination of several Gaussian
distributions. USAD [25] improves the autoencoder framework by
incorporating adversarial samples to speed up the training phase.
OmiAnomaly [15] uses a stochastic recurrent neural network to
simulate the normal distribution of multivariate time-series data.
Anomalies are identified when the input data reconstruction has low
probability. However, the generalization capability of these generative
approaches with implicitly modeling is degraded when they encounter
severe noise in temporal monitoring metrics, which is very common
in industrial production systems.

Explicit Modeling. To reduce the negative effect of noisy data in
multivariate monitoring metrics, the temporal dependencies such as
the inter-correlations between different parts of monitoring metrics
should be captured in an explicit way. Zhang et al. [17] proposes a
convolutional recurrent encoder-decoder framework called MSRCRED
to characterize multiple levels of the normal states in different steps
of monitoring metrics. MSRCRED employs a convolutional encoder
and convolutional LSTM network to capture the monitoring metric
interactions and temporal patterns, respectively. Finally, it generates
different levels of anomaly scores based upon the severity of different
incidents. Similar to our approach, Zhao et al. [19] consider each
univariate monitoring metric as an individual feature to capture
the complex dependencies of multivariate monitoring metrics from
temporal and feature perspective. Their proposed method incorporates
feature-oriented and time-oriented graph attention mechanisms to ob-
tain mixed hidden representation from a combination of forecasting-
based and reconstruction-based frameworks. However, the overall
framework enjoys high time-complexity and is hard to address the de-
manding industrial requirements for quick response and adjustment.

VI. INDUSTRIAL EXPERIENCE

A. Success Story

In Huawei Cloud, CMAnomaly has been successfully incorporated
into the troubleshooting system for two years, serving several essen-
tial services that have a large number of customers worldwide. We
conduct field interviews with on-site engineers to collect feedback.
Based on the feedback, we have seen it shedding light on highly
accurate and efficient anomaly detection on multivariate monitoring
metrics. Due to the complex system architecture, in Huawei Cloud,
the number of monitoring metrics being monitored is extremely large.
Existing anomaly detection algorithms either report too many false
positives or cannot meet the efficiency requirements, i.e., real-time
detection and fast model retraining. Owing to the proposed mecha-
nism of collaborative machines and cost-effective model architecture,
CMAnomaly can achieve superior performance.

B. Lessons Learned

Model Maintenance. Monitoring the accuracy of a deployed model
is crucial in its industrial application. It is common that the
accuracy of a model decreases over time due to the notorious concept
drift problem [7]. In our scenario, the accuracy drop can usually
happen when a new version of an online service is launched, which
incurs different anomaly patterns in the monitoring metrics. An effect-
tive solution to this problem is to retrain the anomaly detection model
with newly collected data. At Huawei Cloud, a substantial number of
monitoring metrics are generated on a daily basis. Consequently, it
becomes necessary for the model to be retrained within a short period
of time, allowing for the rapid redeployment of a new version. Thanks
to the lightweight design of CMAnomaly, we are able to establish an
efficient pipeline for updating the model. This pipeline encompasses
various stages, including data collection, retraining, evaluation, and
deployment.

Utilizing Expert Knowledge. On-site engineers often possess
decent knowledge about the systems. Such expert knowledge can facil-
itate model design and development. For example, given thou-
ands of monitoring metrics at hand, they can quickly select the impor-
tant ones that best characterize the systems’ health status. Moreover,
instead of finding dependent monitoring metrics from scratch as done in this paper, engineers can help identify a small set
of correlated monitoring metrics first. A more accurate model can then be pursued on top of these monitoring metrics. However, such
valuable knowledge is often not well accumulated, organized, and
documented. For incident management in cloud systems, automated
knowledge extraction [30] has been proposed. Efforts should also be
devoted to system troubleshooting based on monitoring metrics.

Building data collection pipeline. For modern software systems,
IT operations play a crucial role for system reliability assurance [3],
[31], [32], [33], [34]. Since it is data-driven by nature, sufficient
and high-quality data are the foundation for model development in
many applications, e.g., anomaly detection, failure diagnosis, fault lo-
calization. However, common data quality issues include insufficient
labels, data noise, etc. To alleviate this issue, a complete and efficient
pipeline should be constructed for monitoring data (e.g., monitoring
metrics and logs [35], [36], [37]) collection and storage. Specifically,
when failure is detected, there should be tools to facilitate the labeling
task for engineers. The labeled data should also be properly stored in
a database which supports easy query in future. Once there are
sufficient labels, possible supervised learning models can be explored.
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