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Abstract—Employing deep learning algorithms in real-world applications becomes a trend. However, a bottleneck that impedes their further adoption in safety-critical systems is the reliability issue. It is challenging to develop reliable neural network models as the theory of deep learning has not yet been well-established and neural network models are very sensitive to data perturbations. Inspired by the classic paradigm of N-version programming for fault tolerance, this paper investigates the feasibility of developing fault-tolerant deep learning systems through model redundancy. We hypothesize that if we train several simplex models independently, these models are unlikely to produce erroneous results for the same test cases. In this way, we can design a fault-tolerant system whose output is determined by all these models cooperatively. We propose several independence factors that can be introduced for generating multiple versions of neural network models, including training, network, and data. Experimental results on MNIST and CIFAR-10 both verify that our approach can improve the fault-tolerant ability of a deep learning system. Particularly, independent data for training plays the most significant role in generating multiple models sharing the least mutual faults.

I. INTRODUCTION

Deep neural networks (DNNs) bring breakthroughs in many application fields, such as computer vision and natural language processing. It has become one of the most favorite techniques being explored by organizations to improve their systems or products. However, people also realize that DNN models are unreliable. On the one hand, they are vulnerable to data perturbations [3], [14]. On the other hand, even if some erroneous cases are known in advance, it is challenging to fix these issues by fine-tuning the model without introducing new faults.

Since theoretically guaranteeing the reliability of a single model remains difficult nowadays, we focus on promoting the fault-tolerant ability of deep learning systems with redundant models. Our idea is inspired by the classic N-version programming (NVP) paradigm [1], which creates several independent versions of software based on the same requirements. The core assumption of NVP is that we can minimize the chances that different versions of software share the same faults by maximizing the independence of their development processes. As DNNs are also a special kind of software, we can minimize the probability that different models all produce erroneous results for identical error-prone inputs.

Nevertheless, we cannot directly apply classic NVP to deep learning models because the development of DNNs dramatically differs from that of traditional software. Note that the logic of deep learning models is automatically learned from data instead of explicitly being coded by developers. Therefore, it is unnecessary to manually program independent model versions which induces large programming cost. While this characteristic brings an advantage of our approach over traditional NVP, it also introduces a new challenge, i.e., how to achieve independence while creating these models so that the final system can achieve better fault-tolerant performance?

To address the challenge, we identify the major independence factors that can be introduced for generating different versions of models, including independent training, independent network, and independent data. While designing different networks and preparing different training data require human intervention, independent training can be fully automated.

We empirically study the effectiveness of these factors with two popular image recognition datasets, i.e., MNIST and CIFAR-10. Experimental results show that all these factors are effective to improve the fault-tolerant ability of a deep learning system. However, independent data outperforms independent network, and independent training is the least effective.

II. RELATED WORK

A well-recognized approach related to our work is neural network ensemble [4], which is based on the fact that there could be multiple local optima obtained when training a neural network, leading to different outputs for the same error-prone input. The approach in nature employs several models with different local optima and a collective decision algorithm, aiming at achieving better accuracy. Traditionally, the idea interests the scholars of machine learning fields, and there has been some recent progress achieved, such as MC-DNN [2] and EC-DNN [10].

In comparison, our work is based on a different assumption that independently developed neural network models would behave differently to the same error-prone input. It emphasizes the independence of the software development process, while does not restrict the optimization problem to be the same one. In practice, independence could be introduced in any phases of the software development process, such as data collection,
network design, and training. For example, employing different network structures or data to train multiple models involves different optimization problems in nature rather than merely different local optima. Furthermore, the fault-tolerant mechanism based on multiple models could be very complicated and application-specific.

Besides, there are other investigations towards improving the robustness of neural networks, such as feature squeezing [13] and deep validation [12]. Since they differ a lot from our work, we do not go into details. Our approach is orthogonal to most of these approaches, and it can be integrated with them to provide better reliability.

III. N-VERSION DEEP LEARNING

This section discusses the concept and approach of applying N-version programming to designing fault-tolerant DNN systems, namely NV-DNN.

A. Concept and Metrics

Figure 1 demonstrates the conceptual framework of NV-DNN. It contains N independently developed models and a decision procedure. By introducing independence or variance in the model development process, NV-DNN aims to generate multiple simplex models which share as less mutual faults as possible. The decision procedure thus can compute the final result based on these models and achieves fault tolerance.

The key challenge for NV-DNN is to ensure that the residual faults of each model are unique, i.e., identical faults should not occur in multiple versions. Otherwise, the faults may not be tolerable for the entire system. We can employ distinguished error rates (DER) to evaluate the effectiveness of a solution regarding the challenge. DER measures the rate of erroneous test cases occurred in only one model over all the erroneous cases of individual models.

\[ \text{DER}(\{M_1, ..., M_n\}) = \frac{\# \text{ of unique erroneous cases}}{\# \text{ of all erroneous cases}}. \quad (1) \]

A higher DER implies more faults can be tolerated with NV-DNN. It reflects the lower bound of the number of faults that are tolerable. A fault can be tolerable if it is unique, such as with a voting-based decision-making algorithm. However, this is not a necessary condition. Another metric that can reflect the upper-bound fault-tolerant capability is mutual error rate (MER), which is the rate of erroneous cases shared by all models.

\[ \text{MER}(\{M_1, ..., M_n\}) = \frac{\# \text{ of mutual erroneous cases}}{\# \text{ of all erroneous cases}}. \quad (2) \]

In general, mutual faults are not tolerable. An NV-DNN solution is better with a higher DER and a lower MER.

B. Generating Independent Models

To generate independent models, there are several independence factors that can be introduced in the DNN development process, such as independent training, independent network, and independent data.

1) Independent Training: Introducing randomness in the training process of DNNs is a standard practice [8]. For example, the parameters of models are randomly initialized following a pre-specified distribution, and training data are shuffled before being fed to the network. Therefore, independent training process can lead to different local optima or different models. Besides, there are other random factors which can also affect the optimization process, such as learning rate and optimizer. Since these factors do not change the optimization problem, we categorize all of them as default randomness or independent training.

2) Independent Network: We can design different network architectures and let them learn different features. Such structural differences or independence can be minor ones (e.g., replacing max pooling operators with average pooling) or major ones (e.g., adopting different neural network structures like GoogLeNet [11] and ResNet [5]). Since NVP prefers more independence of the development processes, we think employing major structural differences may perform better in fault tolerance. However, it should guarantee that each network can achieve competent accuracy.

3) Independent Data: We may employ different corpora of data about the same problem to train each simplex model. Such differences can change the optimization problems and provide more diversity. For example, we may split a large dataset into several subsets. If the resources of data are limited, we may also adopt variant data augmentation techniques to generate a unique set of training data for each simplex model.

C. Decision Procedure

With multiple models for NV-DNN, the decision procedure computes a final result based on their outputs. A simple decision procedure could be voting-based, which is favored by existing model ensemble approaches. For example, we can sum up the probabilities of each label outputted by these models and choose the label with the maximum probability as the final result.

Furthermore, since NV-DNN is a fault-tolerant solution, it may employ more sophisticated decision procedures to tolerate faults, such as failover. Because the mechanism could be application-specific, we leave such discussions as our future work.
### IV. Experiments

This section presents our experimental study. Firstly, we compare the effectiveness of independence factors for generating multiple models. Secondly, we examine the feasibility of NV-DNN for improving fault-tolerant ability.

#### A. Experimental Setting

We choose two popular datasets for evaluation: MNIST \(^2\) and CIFAR-10 \(^3\). For MNIST, we employ LeNet-5 \([9]\) as the default network. To examine the performance of independent networks, we change the pooling layers of LeNet-5 and obtain two variant networks, LeNet5-A and LeNet5-B. For CIFAR-10, we choose GoogLeNet \([11]\), ResNet \([5]\), and DenseNet \([6]\) as the networks.

When evaluating the effectiveness of independent data for NV-DNN, we use data augmentation to generate two more datasets. In particular, we apply random rotations to the original images to produce a new dataset. For MNIST, we randomly adjust the brightness and contrast to generate another dataset. For CIFAR-10, we further modify the saturation to generate the third dataset.

The experiments are conducted with PyTorch 1.0. We train each simplex model with Adam optimizer \([7]\) and the recommended learning rate. For MNIST, we train 100 epochs for each model; for CIFAR-10, we train 1000 epochs.

#### B. Experimental Results

Table I presents our experimental results. Overall, the results show that NV-DNN is effective in promoting system fault tolerance, and adjusting networks and training data perform better than merely relying on the default randomness.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Experiment</th>
<th>Mutual Error #</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>MNIST</td>
<td>147</td>
<td>93.76%</td>
</tr>
</tbody>
</table>

1) **Factor Comparison:** We compare the effectiveness of different factors using DER and MER. A factor is superior to the other if it can achieve a higher DER and a lower MER. We do not compare the fault-tolerant ability directly because they are related to the choice of decision-making procedures.

2) **Effectiveness of Fault Tolerance:** To evaluate the fault-tolerant ability, we study the achieved accuracy improvement of the NV-DNN system with a simple voting-based decision procedure. We average the output of each simplex model as the final result and evaluate the NV-DNN model on the original testing dataset.

According to our experimental results, the accuracy on MNIST is 99.63% for independent training, 99.63% for independent network, and 99.67% for independent data. All these results are better than the original models. For CIFAR-10, the corresponding accuracy is 92.99% for independent training, 93.10% for independent network, and 92.31% for independent data, respectively. The accuracy improvements are very obvious.

#### C. Discussion

Our results show that NV-DNN is effective in promoting fault tolerance. The accuracy can get improved when multiple independent models are applied. Previously, we only examined the effectiveness of three simplex models. Can we further improve accuracy when employing more versions? To answer this question, we conduct another experiment with seven independent models and re-evaluate the accuracy. Our experiment is based on the same models discussed in Table I. There are nine models for each dataset, but the first model of each independence experiment is identical. So our experiments employ seven unique models for each task. Table II presents the results, which show that the accuracy can get further improved to 99.69% for MNIST and 93.76% for CIFAR-10.

These results verify the possibility of further improving the fault-tolerant ability with more models.

However, we also find there are some erroneous cases mutual to all models. The numbers of such cases are 6 and 147 for MNIST and CIFAR-10, respectively. These faults

---

**Table I**

<table>
<thead>
<tr>
<th>Experimental Setting</th>
<th>MNIST</th>
<th>CIFAR-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LeNet5</td>
<td>0.17</td>
<td>0.21</td>
</tr>
<tr>
<td>LeNet5-A</td>
<td>0.21</td>
<td>0.20</td>
</tr>
<tr>
<td>LeNet5-B</td>
<td>0.24</td>
<td>0.20</td>
</tr>
<tr>
<td>Data</td>
<td>0.07</td>
<td>0.07</td>
</tr>
<tr>
<td>Training</td>
<td>0.17</td>
<td>0.20</td>
</tr>
<tr>
<td>ResNet</td>
<td>0.24</td>
<td>0.20</td>
</tr>
<tr>
<td>GoogLeNet</td>
<td>0.24</td>
<td>0.20</td>
</tr>
<tr>
<td>DenseNet</td>
<td>0.24</td>
<td>0.20</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>Experiment</th>
<th>MNIST</th>
<th>CIFAR-10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutual Error #</td>
<td>6</td>
<td>147</td>
</tr>
<tr>
<td>Accuracy</td>
<td>99.69%</td>
<td>93.76%</td>
</tr>
</tbody>
</table>
can hardly be addressed even with more models or advanced decision-making procedures. Nevertheless, is it possible to manually classify these images? Figure 2 demonstrates several such samples extracted from the original datasets. For the erroneous cases of MNIST in Figure 2(a), our models falsely recognize them as 4, 4, 3, and 0 respectively. In reality, it is even challenging for us to recognize them correctly, and we tend to make similar mistakes as the models do. Besides, we find several images should be erroneously labeled in the original dataset. Figure 2(b) demonstrates two examples which our models tend to make mistakes. Their original labels are 0 and 6 respectively in the dataset. But we think they should be 6 and 4 from human perception. The images of the CIFAR-10 dataset (Figure 2(c)) do not have good resolutions, so it is difficult for human perception. For instance, the face of the first image is very similar to that of the second one. We can hardly recognize whether it is a dog or a bird. The third image is even vaguer.

On the other hand, these failures also imply there is still room to improve our current NV-DNN systems. We believe collecting more training data to train independent models should be a promising way. The main reason is that increasing the diversity of training data can enlarge the explored regions of the large feature space. Moreover, our experimental results have shown that the factor of independent data is more effective than others. If we can collect similar samples that an NV-DNN system failed and train a new model based on such samples, the model may be able to produce the correct result. In our NV-DNN solution, we can also train independent models for specific error-prone cases, such as the digits shown in Figure 2(a). However, it requires a more sophisticated decision-making procedure to integrate different models. We leave such problems as our future work.

V. Conclusion

This paper is a preliminary investigation towards developing reliable deep learning software with N-version programming. An advantage of NV-DNN over traditional N-version programming is that it costs less to generate multiple versions because deep learning models are automatically trained. We have introduced the concept of NV-DNN and discussed several independent factors for generating different model versions, including independent training, independent network, and independent data. Experimental results show that all these factors are effective for fault tolerance, and employing independent training data can achieve the best performance. There are several interesting directions which could be investigated in the future, especially some advanced approaches for developing independent models and decision-making procedures. Besides, investigating the resilience of NV-DNN to unintentional data perturbations and various attacks is also an important task.
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