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1. RGB/Depth Restoration

Our mutual-structure for joint Itering is extensively duated for noisy-RGB/depth image restoration. Experira@me
conducted on the dataset of Lu et al. [3]. We compared ouitsesith the joint bilateral Iter [1], guided image Iter
[2] and the state-of-the-art RGB/depth restoration metfd@]. The PSNRs are reported in Figures 1 and 2. Our method
outperforms others. Among all previous approaches, thbadesdf [3] performs the best. However, it is not a very ef dien
method due to the intensive computation. Our running speé&@d+ times faster since we only need several fast iteration
passes.

We show a few more examples in Figures 3, 4, 5, 6, 7 and 8. Iretbeamples, the inputs are noisy depth and RGB
image pairs shown in (a) and (b) respectively. (c) shows thery truth. (d) and (e) are the results by joint bilateraérl
and guided image Iter respectively. (f) is the result of.[3[g) is our restoration result and (h) shows the correspoinde
mutual-structure image. The PSNRs of each result are afgmterl. Another example for real depth/RGB restoration is
shown in Figure 9 where (a) and (b) are the inputs capturedibyosbft Kinect and (c) is our restoration results.

2. Stereo Matching

Our mutual-structure for joint Itering also bene ts sterenatching because of the structure inconsistency between t
cost volume and color image. Here we provide more examplegures 10, 11 and 12. In these examples, (a) and (b) are
the inputs. (c) shows the ground truth disparity. We showéisalts without post-processing by different joint Iténs(d-g).

The results with post-processing are shown in (h-k). Thepigel errors are reported for all results. Our mutual-dinue
for joint Itering produces the best results.

3. Other Applications

The mutual structure exists in the target and referenceesadye directly apply the mutual-structure for joint Itag to
RGB/NIR image restoration as shown in Figure 13. Result hffdown in (c), has its shadow structure transferred becaus
these edges are not consistent in the inputs. Our methat@sshe common structures between (a) and (b) as shown in (d)
The result presents similar quality, while not sufferingrfrthe inconsistent edge problem.

Our extracted mutual structure can be also applied to jbiatiew detection as shown in Figure 14 where (@) is the input
with shadow and (b) is another input without shadow. The mlgtructure shown in (c) contains common edges between (a)
and (b). Thus, the shadow in (a) can be directly obtained layng the difference between (a) and (c). Our shadow detectio
result is shown in (d).
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Figure 1. PSNR comparison with [3] on the Middleburry datase
PSNR Comparison of RGBZ Dataset
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Figure 2. PSNR comparison with [3] on the RGBZ dataset.



(a) Noisy Depth (b) Noisy RGB (c) Ground Truth (d) Bilateralk&r (PSNR44.89

(e) Guided Filter (PSNR4.5]) (f) Lu et al. (PSNR46.23 (g) Ours (PSNRI7.49 (h) Our Mutual-Structure

Figure 3. Example of noisy RGB/depth image restoration.

(a) Noisy Depth (b) Noisy RGB (c) Ground Truth
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(e) Guided Filter (PSNR9.69 (f) Lu et al. (PSNR42.0) (g) Ours (PSNRI2.89 (h) Our Mutual-Structure

(d) Bilateralér (PSNR39.46

Figure 4. Example of noisy RGB/depth image restoration.



(a) Noisy Depth

(e) Guided Filter (PSNR9.1J)

(a) Noisy Depth

(e) Guided Filter (PSNR0.99)

(b) Noisy RGB (c) Ground Truth (d) Bilateralk&r (PSNR38.649

(f) Lu et al.(PSNR42.35 (g) Ours (PSNRI3.59 (h) Our Mutual-Structure

Figure 5. Example of noisy RGB/depth image restoration.

(b) Noisy RGB (c) Ground Truth (d) Bilateralk&r (PSNR30.46

(f) Lu et al. (PSNR33.77) (g) Ours (PSNR34.19 (h) Our Mutual-Structure

Figure 6. Example of noisy RGB/depth image restoration.



(a) Noisy Depth

(e) Guided Filter (PSNRB3.29

(a) Noisy Depth

(e) Guided Filter (PSNR6.19

(b) Noisy RGB (c) Ground Truth (d) Bilateraltér (PSNR32.03

(f) Lu et al. (PSNR36.35 (g) Ours (PSNR37.49 (h) Our Mutual-Structure

Figure 7. Example of noisy RGB/depth image restoration.

(b) Noisy RGB (c) Ground Truth (d) Bilateralt&r (PSNR34.669

(f) Lu et al.(PSNR37.32 (g) Ours (PSNR38.16 (h) Our Mutual-Structure

Figure 8. Example of noisy RGB/depth image restoration.



(a) Input Depth (b) Input RGB (c) Our Result

Figure 9. Example of noisy RGB/depth image restoration.



(a) Left Image (b) Right Image (c) Ground Truth

Estimated Disparity without Post-processing

(d) Bilateral Filter,Err. 11.54  (e) Guided FilterErr. 10.68 (f) Tree Filter, Err. 10.85 (9) Ours, Err. 10.16
Estimated Disparity with Post-processing

(h) Bilateral Filter,Err. 3.06 (i) Guided Filter,Err. 2.60 (j) Tree Filter,Err. 2.90 (k) Ours,Err. 2.43

Figure 10. Comparisons of different joint Iters on stere@tching. (a) and (b) are the left and right images respdytivi) is the
ground truth disparity. (d-g) are the stereo matching tesafldifferent joint lters without post-processing whi(a-k) are the results with
post-processing. We report the bad pixel error for eachtresu



(a) Left Image (b) Right Image (c) Ground Truth

Estimated Disparity without Post-processing

(d) Bilateral Filter, Err. 16.65  (e) Guided FilterErr. 14.18 (f) Tree Filter,Err. 15.35 (g) Ours,Err. 14.00
Estimated Disparity with Post-processing

(h) Bilateral Filter, Err. 7.16 (i) Guided Filter, Err. 6.96 (j) Tree Filter,Err. 6.33 (k) Ours,Err. 6.12

Figure 11. Comparisons of different joint Iters on stere@tching. (a) and (b) are the left and right images respdytivi) is the
ground truth disparity. (d-g) are the stereo matching tesafldifferent joint lters without post-processing whi(e-k) are the results with
post-processing. We report the bad pixel error for eachtresu



(a) Left Image (b) Right Image (c) Ground Truth

Estimated Disparity without Post-processing

(d) Bilateral Filter,Err. 6.37 (e) Guided FilterErr. 3.97 (f) Tree Filter,Err. 8.17 (g) Ours,Err. 3.30
Estimated Disparity with Post-processing

(h) Bilateral Filter,Err. 0.16 (i) Guided Filter, Err. 0.17 (j) Tree Filter,Err. 0.27 (k) Ours,Err. 0.15

Figure 12. Comparisons of different joint Iters on stere@tching. (a) and (b) are the left and right images respdytivie) is the
ground truth disparity. (d-g) are the stereo matching tesfldifferent joint Iters without post-processing whi(b-k) are the results with
post-processing. We report the bad pixel error for eacHtresu



(a) Noisy RGB (b) Clean NIR with Shadows

(c) Results of [4] (d) Ours

Figure 13. Example of RGB/NIR image restoration. (a) is thisyy RGB image and (b) is the clean NIR image with shadow. ¢hé
result of [4], which transfers the shadow structure to thigatu (d) is our result without this problem.

(@) Input 1 (b) Input 2 (c) Mutual-Structure (d) Detected &hwa of (a)

Figure 14. Example of joint shadow detection. (a) and (bXlaeenputs. (c) is our estimated mutual structure of (a) &)d(fl) shows our
shadow detection result.



