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Abstract. When playing high-resolution videos on mobile devices with
a limited screen size, a commonly arisen but seldom addressed problem
is how to naturally condense the source video and to optimally fit it into
the target size with lower spatial resolution. We call this problem video
retargeting. The retargeted video should contain objects of interest and
be perceptually seamless and natural.
In this paper, we propose a systematic approach to address this problem
by automatically computing an active window set with the predefined size
inside input videos. Our method contributes in deriving an optimization
process to compute the active pixels in videos as well as a density map,
which jointly constrains the generation of the retargeted video. To avoid
the possible local minima, we employ a robust background subtraction
method to eliminate unnecessary pixels and apply clustering in initial-
ization. Our approach is general, and is capable of handling videos with
complex foreground motions.

1 Introduction

With the rapid growth of video and image capturing ability, on one hand, it
is getting easier and common to capture a video with high resolution. On the
other hand, sharing and playing these videos on popular mobile devices are
handicapped by a set of factors, one of which is the limited screen size in most
of the devices. There are rare methods proposed to address this ubiquitous video
retargeting problem. Simply resizing the video to fit the small screen will sacrifice
most of the details. We show one example in Fig. 1, where the original video in
(a) has players running after a football. Directly scaling it down results in the
loss of most details as shown in (b).

The problem of video retargeting can be regarded as one kind of the video
summarization in terms of using smaller spatio-temporal space to summarize
the original videos. However, conventional approaches shorten the input videos
in order to generate temporal segment abstracts[6, 7] while our approach is to
generate a seamless video clip by satisfying the following two requirements: 1)
The retargeted video should naturally preserve both the temporal and the spatial
distance to be faithful to the original video; 2) The retargeted video should also
contain as much useful information as possible in terms of object shapes and
motions.
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(a) (b)

(c) (d)

Fig. 1. Video retargeting. (a) The input video. (b) The directly scaled down video.
Details of the player and the football are lost. (c) The temporal compression may
cause ambiguity when the objects in different frames are placed together. Two footballs
appear at the same time. (d) Our method fits a set of windows by tracking most
informative pixels in different frames.

Recently, a video retargeting system was proposed in [18] producing a retar-
geted video to suit the target display with the minimal loss on the important
information. Their system was proved to perform well on various kinds of movies
with some limitations which can be released by our approach. First, their judg-
ment on the important information is based on the results of low-level feature
contrast, face detection, and dominant motion direction. Therefore, if the fea-
tures and faces cannot be detected well, (e.g., most of the players in sport games
always do not face to the camera directly), the locations of the target windows
will be ambiguous. Second, ”virtual pans” and ”virtual cuts” are utilized in [18]
to make the optimization, so the orientations of the target windows are restricted
to be zero. In order to contain more important information on the target dis-
play without producing the ambiguity of the relative positions of the objects,
our method allows the target windows change their directions smoothly within
a small range.

In this paper, we introduce an automatic approach to solve the general dy-
namic video retargeting problem by optimizing an active window in each of the
frames containing most informative pixels. There are 3 steps in our optimization,
foreground extraction, the initialization, and dynamic active windows computa-
tion. Specifically, we propose to robustly separate the foreground objects from
either static or smoothly moving background by minimizing an energy func-
tion. To avoid local minima, we introduce a clustering technique to initialize the
windows, which is neatly formulated as solving a labeling problem.

The structure of the paper is as follows. An overview of related work is pre-
sented in section 2. We describe our approach in section 3, including foreground
extraction, dynamic active window optimization and system initialization. Ex-
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perimental results are shown and compared in section 4. In section 5, we discuss
and conclude our paper.

2 Related Work

The problem of video retargeting is addressed by a few papers [20, 19, 18].All of
them need to extract important partitions from less important content using an
important model. In [20, 19], the background movement is not taken as a factor
and their cropping methods may produce the ambiguity of the relative positions
of the extracted objects. Unlike [18] utilizing face detection in the important
model, our system focus on more general videos and the orientations of the
active windows can be adapted to the content of the videos. Recently, a novel
method [8] is presented to solve the similar problem on images, which produces
excellent retargeted images fast.

Our method utilizes motion separation to acquire necessarily extracted fore-
ground. So, we review most related previous work on multiple motion layers
separation in videos. [2, 3] estimate the static background by modeling it with
the Gaussian mixture model. In [15], stereo video sequences are required to build
the background model in real time to robustly subtract background. In [14] and
[16], assuming no large background motion, the foreground moving objects are
segmented out from the monocular video sequences considering the difference of
gradient and color. [4] employed the optical flow to estimate the camera motion,
and used a polynomial equation to model the motion. Assuming that the move-
ments of foreground objects are independent and rigid, the presented method has
difficulties to tackle the problem on sports videos where players do not always
move rigidly.

For the purpose of multiple-target-tracking in hokey games, [1] builds a stan-
dard hockey rink to locate the shot and eliminate the camera motion. This
method can estimate the players if the stadium map is given precisely. However,
this method doesn’t work well if there are few cues that can be extracted from
the dynamic scene to locate the shot to the prefabricated map. The algorithm in
[5] is a two-step approach. First, motions of objects are estimated using feature
points. Then, labels of objects are assigned and refined based on their motions
and positions. This method produces good results for motion segmentation when
sufficient feature points are obtained.

3 Our Approach

Aiming at generating spatially resized videos containing the most informative
regions naturally and seamlessly, our approach consists of the following three
steps. The overview of our method is shown in Fig. 2. In the rest of this paper,
we represent the color as a vector It

p in RGB color channels for each pixel p in
frame t.
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Fig. 2. Overview of our approach.

3.1 Foreground extraction

In extracting the foreground objects, applying methods to detect and track sepa-
rated object motions considering the object overlapping, occlusion, and dynamic
background movement can hardly get satisfactory results. Fortunately, when
watching a video, the user is always more interested in the actions or move-
ments of the foreground objects, and is less sensitive to the background scene.
Only these pixels from the foreground objects, so called active pixels, need to be
detected. In other words, we are interested in background subtraction in each
frame.

In our approach, we propose to minimize an energy function to automatically
separate foreground and background pixels in each frame. We use label xp = 0
to represent that the pixel p is a background pixel while xp = 1 means that the
pixel is in the foreground. To analyze motions, initially, we apply the optical flow
method presented in [17] to obtain the estimated motion vectors for all pixels
in the video. Let f t

p be the 2-D optical flow vector of each pixel p in frame t.
We group all the f in each frame into k bivariate normal distributions. Each
distribution N t

i , where 0 ≤ i < k, has the mean µt
i, variance Σt

i , and the prior
weight ωt

i .
Our energy function Eb(X) is defined as

Eb(X) =
∑

p

Eb1(xp) + λ1

∑
p,q∈N(p)

Eb2(xp, xq), (1)

where X = {xp} is the labeling variables, Eb2 is a smoothness term and Eb1 is
the probability of a pixel being foreground or background, N(·) denotes the set
of neighborhood.

Similarity term. It is noted that the previous work on background sub-
traction or interactive image and video segmentation [10–12] also models the
background and/or foreground colors using a set of clusters. However, in our
approach, the Gaussian distributions model the motions of all pixels, without
knowing which are in the foreground or background.

For each pixel p, its motion has different probabilities gi
p falling into different

Gaussians i constructed above:

gi
p = ωt

iN(f t
p;µ

t
i, Σ

t
i ). (2)
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To compute the probability that a Gaussian distribution models a background
motion, in general, we assume that the background scene has smooth motion
mostly due to the camera movement, which implies that the background should
consist of a majority of the pixels with smaller motion variances comparing to
the foreground objects. Consider all Gaussian distributions above, a Gaussian
cluster modeling background distribution should have a large weight ωt

i and
small variance ||Σt

i ||
1
2 . Thus, we formulate the probability that the ith Gaussian

distribution models the motions of background pixels as

Dt
b(i) = τ t

i ω
t
i/||Σt

i ||
1
2 , (3)

where τ t
i = (maxi ωt

i/||Σt
i ||

1
2 )−1 is the normalization term. Similarly, we define

the probability that the motions of foreground pixels are modeled by the ith
Gaussians as

Dt
f (i) = 1 − τ t

i ω
t
i/||Σt

i ||
1
2 . (4)

Combining the probability distribution that one pixel is in different Gaussians,
we compute the sum of background and foreground motion confidence

Ot
b(i) =

∑
0≤i<k

Dt
b(i)g

i
p, (5)

and
Ot

f (i) =
∑

0≤i<k

Dt
f (i)gi

p, (6)

respectively. Given Eqn. 5 and 6, the similarity energy term for the labeling of
each pixel p can be written asEb1(xp = 0) = Ot

b

Ot
f+Ot

b

Eb1(xp = 1) = Ot
f

Ot
f+Ot

b

(7)

Smoothness term. Considering the support from the neighboring pixels, we
also introduce a smoothness term to impose penalty on discontinuities between
neighboring pixels:

Eb2(xp, xq) = |xp − xq|f(p, q), (8)

where
f(p, q) =

1
α||f t

p − f t
q || + ||It

p − It
q|| + 1

, (9)

where α is a weight. Eqn. 9 constrains that if both the color of neighboring two
pixels and their optical flow vectors are similar, the penalty of label difference
of p and q is large.

Given the above energy definitions, we compute the optimal segmentation
using the Graph Cut method [9] where the pixels in result labeling 0 will be
considered as the background while the pixels labeling 1 are the active pixels.
We use M t to denote the label map in each frame t.
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There are several literatures targeting at the similar problem,e.g. [3] and [5].
However, their approaches cannot handle videos with quite sparse features and
dynamic background. Notice that our foreground subtraction is just the first step
in our system. Without explicitly estimating the camera motion, our method has
large error tolerance than simple combination of background subtraction and
video stabilization.

3.2 Optimizing active windows

Given the extracted foreground layer containing active pixels, we optimize the
active windows in the input videos to fit the target size. We describe two op-
timization terms, i.e., the informative energy Ef1, which guarantees that the
dense active pixels are included, and the smoothness energy Ef2, which encour-
ages temporal continuity, in this section.

Ef1 requires that in a general video retargeting framework, the active win-
dow in each frame should contain most informative pixels. Obviously, it is not
computationally feasible to greedily search all possible positions. We estimate it
by constructing density maps.

We defined the parameter vector of each active window as Wt = [W t
x,W t

y ,W t
θ ]T ,

representing the window center in x and y coordinates, and the orientation θ of
the window at frame t respectively. The window width w and height h are pre-
defined values.

We denote the number of the active pixels included in each possible active
window Wt as d(x, y, θ) in each frame. So, basically, d(x, y, θ) is a function
regarding all possible variables x, y and θ. If we assume θ = 0, d(x, y, 0) can be
computed by constructing a corresponding density map using convolution

d(x, y, 0) =
x+ h

2∑
i=x−h

2

y+ w
2∑

j=y−w
2

M(i, j)

= M ⊗ f, (10)

where f is a mean filter with the size exactly the same as the active widow and
M is the label map as defined in the smoothness term in Section 3.1. If the θ 6= 0,
we sample θ using a scale of π

36 and constrain −π/6 < θ < π/6 to avoid large
rotation. For each θ, we construct a new Mθ rotated on the original label map
M Then the density map d(x, y, θ) can be computed similarly in each frame as

d(x, y, θ) =
x+ h

2∑
i=x−h

2

y+ w
2∑

j=y−w
2

Mθ(i, j).

Note that the density of the pixels around the border of each frame will be set
to zero. Given the density maps computed in all frames, the energy Et

f1(x, y, θ)
is defined as

Et
f1(x, y, θ) =

1
dt(x, y, θ) + ε

, (11)
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constraining that all active windows include most dense active pixels in the
original video, where ε is a small number.

The smoothness constraint Ef2 requires that the center and orientation of
the windows W crossing the frames should be similar. So we define

Ef2 = |∂
2Wx

∂t2
| + |∂

2Wy

∂t2
| + |∂

2Wθ

∂t2
| (12)

Combining the above two terms, we minimize

Ef (x, y, θ) =
∑

t

(Et
f1(x, y, θ) + λ2E

t
f2(x, y, θ))

=
∑

t

(λ2(|
∂2Wx

∂t2
| + |∂

2Wy

∂t2
| + |∂

2Wθ

∂t2
|)

+
1

dt(x, y, θ) + ε
), (13)

by using the nonlinear Levenberg-Marquardt minimization method to iteratively
optimize the parameters.

3.3 Initialization

Notice that in the optimization process described above, there are a large set
of parameters to be estimated, which makes the optimization easily stuck in a
local minimum. Thus, a good initialization of parameters [W t(0)

x ,W
t(0)
y ,W

t(0)
θ ]T

is necessary in our approach to produce a satisfactory retargeted video.

(a) (b) (c)

Fig. 3. GMM on the density maps. (a) shows a set of input frames in a video. (b)
is the density map computed in each frame. The background is subtracted, thus, has
low densities. We cluster the density maps into GMMs as shown in (c). Warmer color
represents larger probability in GMMs.

In this section, we introduce a robust initialization method by first cluster-
ing the density map d using a Gaussian-Mixture model (GMM) in each frame.
The corresponding EM is performed in 3-D including the 2-D image plane
and an additional 1-D density values for all pixels. The output mean vector
µt
i = [x̄t

i, ȳ
t
i , d̄

t
i]

T for each Gaussian cluster Gt
i in frame t. (x̄t

i, ȳ
t
i) is the coordi-

nate in the image plane and d̄t
i is the mean density value. The square root of the

principal diagonal of the covariance matrix also consists of the standard devia-
tions σ(xt

i), σ(yt
i), and σ(dt

i). We show one example in Fig. 3 that the density
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maps are clustered into Gaussian clusters according to the density of the active
pixels.

We then construct a single-chain graph G = {V, E} in the input video by
representing each GMM Gt in the video as one node in the vertex set V. The
notes in immediately neighboring frames temporally are connected using edges
E , as shown in Fig. 4(c).

Fig. 4. Initialization in our method. (a) shows a few consecutive frames. (b) are the
Gaussian clusters computed on the density maps. The constructed single-chain graph
on all GMMs in the video is shown in (c). Each node is a GMM in one frame. (d) shows
the initialized windows considering smoothness and active pixel density after the Belief
Propagation.

In the initialization, the active windows should be placed inside the clus-
ters with large density means. Meanwhile, the centers of the initial windows
in consecutive frames should be close to preserve the temporal smoothness. In
our approach, we initialize the window centers as the position of center of the
Gaussian clusters in each frame. The orientation W

t(0)
θ is set to be 0 initially.

Suppose that there are K clusters in each frame, the problem to initialize
the parameters of active windows is formulated as a labeling problem to search
a Gaussian cluster Gt

ct
, where ct ∈ {1, 2, ...,K}, such that the initial window

centers (W t(0)
x ,W

t(0)
y ) = (xt

ct
, yt

ct
). In what follows, we define the Gibbs energy

En(C) on the graph G

En(C) =
∑
ct∈V

En1(ct) + λ3

∑
(ct,ct′ )∈E

En2(ct, ct′), (14)
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similar to Eqn. 1, where C = {ct},En1 is the likelihood defined on each node,
encoding the penalty on each Gaussian cluster individually, and En2 is the prior
energy defined on each edge, encoding the cost on the labeling of pairwise nodes.
Likelihood En1. As described before, to make the initial active windows contain
dense active pixels, in cluster level, we assign the labeling cost for each Gaussian
cluster ct = i proportional to its mean density value. Integrating the influence
of the Gaussian deviations, we formulate

En1(ct = i) =
1

φd̄t
i

√
σ2

n(dt
i)

σ2
n(xt

i) + σ2
n(yt

i) + ε
, (15)

where ε is a weight, σ2
n(dt

i) is to impose larger penalty if the Gaussian cluster has
large density variance, and 1/(σ2

n(xt
i)+σ2

n(yt
i)) makes region variance large after

initialization, leaving sufficient space in active windows optimization in section

3.2. φ =
∑

i
1
d̄t

i

√
σ2

n(dt
i)

σ2
n(xt

i)+σ2
n(yt

i)+ε
is a normalization term.

Prior En2. Considering the temporally connected nodes, En2 encodes the smooth-
ness constraint

En2(ct, ct′) =
√

(x̄t
ct
− x̄t′

ct′
)2 + (ȳt

ct
− ȳt′

ct′
)2. (16)

Given the defined energies, the problem of minimizing En(G) is solved using
Belief Propagation [13] in an iterative message passing process. We show one
example in Fig. 4, where a few consecutive frames are input (a), which are
clustered using GMMs in each frame as shown in (b). The corresponding graph
constructed in our method is shown in row (c). By solving the optimization
problem, we robustly compute the initial active windows as illustrated using the
rectangles in (d). It is noted that if we do not consider the temporal smoothness,
the initial window parameters will only consider densities, which cause large
window jump spatially in the consecutive frames as shown in the rectangle in
(b).

4 Experiments

We show our video examples in this section. In our experiments, the parameters
λ1, λ2, and λ3 are fixed and set to be 10, 0.1 and 10 respectively. ε = 0.001 in
Eqn. 11 and ε = 0.001 in Eqn. 14.

Ice hockey game video. We demonstrate in Fig. 5 an example of the
ice hockey game. Several frames from the input video are shown in (a) where
the players are scattered in the scene. With the defined small window, it is
impossible to include all players. We highlight in (a) and (b) our computed active
windows using blue rectangles given two different window sizes. Notice that in
both cases, the windows are optimized to include most informative pixels of the
moving athletes. (c) shows the output from our foreground extraction where the
corresponding density map is computed in (d). (e) is a side-by-side comparison
using the window size defined in (a). The first row illustrate the result from
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direct resizing the whole video. Most details are lost. Our result is shown in the
second row. The most informative pixels are included.

Fig. 5. Ice hockey game example. (a) The input key-frames with the computed active
windows highlighted in blue. (b) Using a different size, our method can also produce
an optimal output highlighted in blue. (c) The extracted foreground pixels. (d) The
corresponding density map. (e) A comparison with the results from directly resized
video and our approach.

Football example. This illustration is one of the most complex experiments
which is shown in Fig. 6. In this example, the active windows first focus on two
players who are running after the ball. From frame 190, a third player run into
the focus from the opposite direction. It makes the active window shifting to the
center of the three players and rotate to include all of them. In frame 220, the
orientation of the active window goes back to zero, since the three players run
closely. (b) shows the comparison between our method and the one by directly
resizing the video. (c)-left shows one frame (Frame 200) result from the ”virtual
pan” with the same input video . Since the orientation of the target window is
restricted to be zero, the third player cannot be included in this frame.(c)-right
shows that our method can reserve more important information.

5 Conclusion and discussion

In this paper, we have proposed a novel video retargeting approach based on
active windows aiming to reduce the spatial resolution of an input video without
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Frame 180 Frame 200 Frame 220

(a)

(b)

(c)

Fig. 6. Football example (shown in color). (a) The input key-frames with the com-
puted active windows. (b) the comparison between the directly resized video and our
approach. (c) the comparison with the result of the ”virtual pan” (left) and our ap-
proach

losing important motion details. Our method consists of the nicely integrated
steps: foreground extraction, active window initialization and optimization using
three optimization processes.

Our method is different from the conventional video summarization where
compressing temporal frames or abruptly reducing relative spatial distance among
objects will produce large ambiguities in video understanding when playing the
output video alone. The goal of our approach is similar with [18]. However, as
illustrated in Fig. 6 (c), our method performs better when new objects need
to be included. Our work is readily applicable for sports or surveillant video
retargeting on mobile devices.

Limitations: Our method has a couple of limitations. First, our system
sometimes produces unsatisfactory results due to the lack of an video under-
standing scheme. If two or more objects with equal importance are leaving each
other, our system may trace the ”wrong” one instead of the one which will be-
come more important long time later. Second, when an tiny window is selected,
meaningless output video will be produced. However, this problem may be han-
dled by down sample the original frames.

It is difficult to access the quality of our results since the less important
information is necessarily to be thrown away. Some of the users believe that
the discarded information may indicate the clues of the later events. Therefore,
preserving those information without sacrificing the important partitions is still
in challenge. Presently, our system preserves the most important information in
the target window which satisfies most of the users.
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