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Figure 1: Our highly accurate automatic portrait segmentation method allows many portrait processing tools to be fully automatic. (a) is

the input image and (b) is our automatic segmentation result. (c-e) show different automatic image stylization applications based on the

segmentation result. The image is from the Flickr user “Olaf Trubel”.

Abstract

Portraiture is a major art form in both photography and painting. In most instances, artists seek to make the subject stand

out from its surrounding, for instance, by making it brighter or sharper. In the digital world, similar effects can be achieved

by processing a portrait image with photographic or painterly filters that adapt to the semantics of the image. While many

successful user-guided methods exist to delineate the subject, fully automatic techniques are lacking and yield unsatisfactory

results. Our paper first addresses this problem by introducing a new automatic segmentation algorithm dedicated to portraits.

We then build upon this result and describe several portrait filters that exploit our automatic segmentation algorithm to generate

high-quality portraits.

1. Introduction

With the rapid adoption of camera smartphones, the self portrait
image has become conspicuously abundant in digital photography.
A study by Samsung UK estimated that about 30% of smart phone
photos taken were self portraits [Hal], and more recently, HTC’s
imaging specialist Symon Whitehorn reported that in some markets,
self portraits make up 90% of smartphone photos [Mic].

The bulk of these portraits are captured by casual photographers
who often lack the necessary skills to consistently take great por-
traits, or to successfully post-process them. Even with the plethora
of easy-to-use automatic image filters that are amenable to novice

† This work was done when Xiaoyong was an intern at Adobe Research.

photographers, good portrait post-processing requires treating the
subject separately from the background in order to make the sub-
ject stand out. There are many good user-guided tools for creat-
ing masks for selectively treating portrait subjects, but these tool-
s can still be tedious and difficult to use, and remain an obstacle
for casual photographers who want their portraits to look good.
While many image filtering operations can be used when selective-
ly processing portrait photos, a few that are particularly applicable
to portraits include background replacement, portrait style trans-
fer [SPB∗14], color and tone enhancement [HSGL11], and local
feature editing [LCDL08]. While these can all be used to great ef-
fect with little to no user interaction, they remain inaccessible to
casual photographers due to their reliance on a good selection.

A fully automatic portrait segmentation method is required to
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make these techniques accessible to the masses. Unfortunately, de-
signing such an automatic portrait segmentation system is nontriv-
ial. Even with access to robust facial feature detectors and smart
selection techniques such as graph cuts, complicated backgrounds
and backgrounds whose color statistics are similar to those of the
subject readily lead to poor results.

In this paper, we propose a fully automatic portrait segmentation
technique that takes a portrait image and produces a score map of
equal resolution. This score map indicates the probability that a giv-
en pixel belongs to the subject, and can be used directly as a soft
mask, or thresholded to a binary mask or trimap for use with image
matting techniques. To accomplish this, we take advantage of recen-
t advances in deep convolutional neural networks (CNNs) which
have set new performance standards for sematic segmentation tasks
such as Pascal VOC [EGW∗10] and Microsoft COCO [LMB∗14].
We augment one such network with portrait-specific knowledge to
achieve extremely high accuracy that is more than sufficient for
most automatic portrait post-processing techniques, unlocking a
range of portrait editing operations previously unavailable to the
novice photographer, while simultaneously reducing the amount of
work required to generate these selections for intermediate and ad-
vanced users.

To our knowledge, our method is the first one designed for au-
tomatic portrait segmentation. The main contributions of our ap-
proach are:

• We extend the FCN-8s framework [LSD14] to leverage domain
specific knowledge by introducing new portrait position and
shape input channels.

• We build a portrait image segmentation dataset and benchmark
for our model training and testing.

• We augment several interactive portrait editing methods with our
method to make them fully automatic.

2. Related Work

Our work is related to work in both image segmentation and im-
age stylization. The following sections provide a brief overview
on several main segmentation methodologies (interactive, learning
based, and image matting), as well as some background on various
portrait-specific stylization algorithms.

2.1. Interactive Image Selection

We divide interactive image segmentation methods into scribble-
based, painting-based and boundary-based methods. In the scribble-
based methods, the user specifies a number of foreground and
background scribbles as boundary conditions for a variety of dif-
ferent optimizations including graph cut methods [BJ01, LSTS04,
RKB04], geodesic distance scheme [BS07], random walks frame-
work [Gra06] and the dense CRF method [KK11].

Compared with scribble-based methods, the painting based
method only needs to paint over the object the user wants to se-
lect. Popular methods and implementations include painting image
selection [LSS09], and Adobe Photoshop quick selection [ADO].

The object can also be selected by tracing along the boundary.

(a) Input (b) Ground Truth (c) Graph-cut

(d) FCN-8s (Person) (e) PortraitFCN (f) Our PortraitFCN+

Figure 2: Different automatic portrait segmentation results. (a) and

(b) are the input and ground truth respectively. (c) is the result of

applying graph-cut initialized with facial feature detector data. (d)

is the result of the FCN-8s (person class). (e) is the FCN-8s network

fine-tuned with our portrait dataset and reduced to two output chan-

nels which we named as PortraitFCN. (f) is our new PortraitFCN

model which augments (e) with portrait-specific knowledge.

For example, Snakes [KWT88] and Intelligent Scissors [MB95]
compute the object boundary by tracking the user’s input rough
boundaries. However, this requires accurate user interactions which
can be very difficult, especially in the face of complicated bound-
aries.

Although the interactive selection methods are prevalent in im-
age processing software, their tedious and complicated interaction
limits many potentially automatic image processing applications.

2.2. CNNs for Image segmentation

A number of approaches based on deep convolutional neural net-
works (CNNs) have been proposed to tackle image segmenta-
tion tasks. They apply CNNs in two main ways. The first one
is to learn the meaningful features and then apply classification
methods to infer the pixel label. Representative methods include
[AHG∗12,MYS14,FCNL13], but they are optimized to work for a
lot of different classes, rather than focusing specifically on portrait-
s. As with our FCN-8s tests, one can use their “person class” for
segmentation, but the results are not accurate enough on portraits
to be used for stylization.

The second way is to directly learn a nonlinear model from the
images to the label map. Long et al. [LSD14] introduce fully con-
volutional networks in which several well-known classification net-
works are “convolutionalized”. In their work, they also introduce
a skip architecture in which connections from early layers to lat-
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Figure 3: Pipeline of our automatic portrait segmentation framework. (a) is the input image and (b) is the corresponding cropped portrait

image by face detector. (d) is a template portrait image. (e) is the mean mask and normalized x- and y- coordinate. (c) shows the output

with the PortraitFCN+ regression. The input to the PortraitFCN+ is the aligned mean mask , normailized x- and y-, and the portrait RGB

channels.

er layers were used to combine low-level and high-level feature
cues. Following this framework, DeepLab [CPK∗14] and CRFas-
RNN [ZJR∗15] apply dense CRF optimization to refine the CNNs
predicted label map. Because deep CNNs need large-scale training
data to achieve good performance, Dai et al. [DHS15] proposed the
BoxSup which only requires easily obtained bounding box annota-
tions instead of the pixel labeled data. It produced comparable re-
sults compared with the pixel labeled training data under the same
CNNs settings.

These CNNs were designed for image segmentation tasks and
the state-of-the-art accuracy for Pascal VOC is around 70%. Al-
though they outperform other methods, the accuracy is still insuffi-
cient for inclusion in an automatic portrait processing system.

2.3. Image Matting

Image matting is the other important technique for image selec-
tion. For natural image matting, a thorough survey can be found
in [WC07]. Here we review some popular works relevant to our
technique. The matting problem is ill-posed and severely under-
constrained. These methods generally require initial user defined
foreground and background annotations, or alternatively a trimap
which encodes the foreground, background and unknown matte
values. According to different formulations, the matte’s unknown
pixels can be estimated by Bayesian matting [CCSS01], Poisson
matting [SJTS04], Closed-form matting [LLW08], KNN matting
[CLT13], etc. To evaluate the different methods, Rhemann et al.
[RRW∗09] proposed a quantitative online benchmarks. For our pur-
poses, the disadvantages of these methods is their reliance on the
user to specify the trimap.

2.4. Semantic Stylization

Our portrait segmentation technique incorporates high level seman-
tic understanding of portrait images to help it achieve state of the art
segmentation results which can then be used for subject-aware por-
trait stylization. Here we highlight a sampling of other works which
also take advantage of portrait-specific semantics for image pro-
cessing and stylization. [SPB∗14] uses facial feature locations and
sift flow to create robust dense mappings between user input por-
traits, and professional examples to allow for facial feature-accurate
transfer of image style. In [LCODL08], a database of inter-facial-
feature distance vectors and user attractiveness ratings is used to
compute 2D warp fields which can take an input portrait, and au-
tomatically remap it to a more attractive pose and expression. And
finally [CLR∗04] is able to generate high-quality non-photorelistic
drawings by leveraging a semantic decomposition of the main face
features and hair for generating artistic strokes.

3. Our Motivation and Approach

Deep learning achieves state-of-the-art performance on semantic
image segmentation tasks. Our automatic portrait segmentation
method also applies deep learning to the problem of semantic seg-
mentation, while leveraging portrait-specific features. Our frame-
work is shown in Figure 3 and is detailed in Section 3.3. We start
with a brief description of the fully convolutional neural network
(FCN) [LSD14] upon which our technique is built.

3.1. Fully Convolutional Neutral Networks

As mentioned in the previous section, many modern semantic im-
age segmentation frameworks are based on the fully convolutional
neutral network (FCN) [LSD14] which replaces the fully connect-
ed layers of a classification network with convolutional layers. The
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FCN uses a spatial loss function and is formulated as a pixel regres-
sion problem against the ground-truth labeled mask. The objective
function can be written as,

ε(θ) = ∑
p

e(Xθ(p), ℓ(p)), (1)

where p is the pixel index of an image. Xθ(p) is the FCN regres-
sion function in pixel p with parameter θ. The loss function e(., .)
measures the error between the regression output and the ground
truth ℓ(p). FCNs are typically composed of the following types of
layers:

Convolution Layers This layer applies a number of convolution
kernels to the previous layer. The convolution kernels are trained to
extract important features from the images such as edges, corners
or other informative region representations.

ReLU Layers The ReLU is a nonlinear activation to the input. The
function is f (x) = max(0,x). This nonlinearity helps the network
compute nontrivial solutions on the training data.

Pooling Layers These layers compute the max or average value
of a particular feature over a region in order to reduce the feature’s
spatial variance.

Deconvolution Layers Deconvolution layers learn kernels to up-
sample the previous layers. This layer is central in making the out-
put of the network match the size of the input image after previous
pooling layers have downsampled the layer size.

Loss Layer This layer is used during training to measure the error
(Equation 1) between the output of the network and the ground
truth. For a segmentation labeling task, the loss layer is computed
by the softmax function.

Weights for these layers are learned by backpropagation using
stochastic gradient descent (SGD) solver.

3.2. Understandings for Our Task

The fully convolutional network (FCN) used for this work is origi-
nally trained for semantic object segmentation on the Pascal VOC
dataset for twenty class object segmentation. Although the dataset
includes a person class, it still suffers from poor segmentation accu-
racy on our portrait image dataset as shown in Figure 4 (b). The rea-
sons are mainly: 1) The low resolution of people in the Pascal VOC
constrains the effectiveness of inference on our high resolution por-
trait image dataset. 2) The original model outputs multiple labels
to indicate different object classes which introduces ambiguities in
our task which only needs two labels. We address these two issues
by labeling a new portrait segmentation dataset for fine-tuning the
model and changing the label outputs to only the background and
the foreground. We show results of this approach and refer to it in
the paper as PortraitFCN.

Although PortraitFCN improves the accuracy for our task as
shown in Figure 4 (c), it is still has issues with clothing and back-
ground regions. A big reason for this is the translational invariance
that is inherent in CNNs. Subsequent convolution and pooling layer-
s incrementally trade spatial information for semantic information.
While this is desirable for tasks such as classification, it means that
we lose information that allows the network to learn, for example,

(a) Input Image (b) FCN-8s (Person Class)

(c) PortraitFCN (d) PortraitFCN+

Figure 4: Comparisons of FCN-8s applying to portrait data. (a) is

the input image. (b) is the person class output of FCN-8s and (c) is

the output of PortraitFCN. (d) is our PortraitFCN+.

the pixels that are far above and to the right of the face in 4 (c) are
likely background.

To mitigate this, we propose the PortraitFCN+ model, described
next, which injects spatial information extracted from the portrait,
back into the FCN.

3.3. Our Approach

Our approach incorporates portrait-specific knowledge into the
model learned by our CNNs. To accomplish this, we leverage ro-
bust facial feature detectors [SLC09] to generate auxiliary position
and shape channels. These channels are then included as inputs a-
long with the portrait color information into the first convolutional
layer of our network.

Position Channels The objective of these channels is to encode
the pixel positions relative to the face. The input image pixel posi-
tion only gives limited information about the portrait because the
subjects are framed differently in each picture. This motivates us to
provide two additional channels to the network, the normalized x

and y channels where x and y are the pixel coordinates. We define
them by first detecting facial feature points [SLC09] and estimating
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a homography transform T between the fitted features and a canon-
ical pose as shown in Figure 3 (d). We defined the normalized x

channel as T (ximg) where ximg is the x coordinate of the pixels
with its zero in face center in the image. We define the normalized
y channel similarly. Intuitively, this procedure expresses the posi-
tion of each pixel in a coordinate system centered on the face and
scaled according to the face size.

Shape Channel In addition to the position channel, we found
that adding a shape channel further improves segmentation. A typ-
ical portrait includes the subject’s head and some amount of the
shoulders, arms, and upper body. By including a channel in which
a subject-shaped region is aligned with the actual portrait subject,
we are explicitly providing a feature to the network which should
be a reasonable initial estimate of the final solution. To generate
this channel, we first compute an aligned average mask from our
training dataset. For each training portrait-mask pair {Pi,Mi}, we
transform Mi using a homography Ti which is estimated from the
facial feature points of Pi and a canonical pose. We compute the
mean of these transformed masks as:

M =
∑i wi ◦Ti(Mi)

∑i wi
, (2)

where wi is a matrix indicating whether the pixel in Mi is outside
the image after the transform Ti. The value will be 1 if the pixel is
inside the image, otherwise, it is set as 0. The operator ◦ denotes
element-wise multiplication. This mean mask M which has been
aligned to a canonical pose can then be similarly transformed to
align with the facial feature points of the input portrait.

Figure 3 shows our PortraitFCN+ automatic portrait segmenta-
tion system including the additional position and shape input chan-
nels. As shown in Figure 4, our method outperforms all other test-
ed approaches. We will quantify the importance of the position and
shape channels in Section 5.1.

4. Data and Model Training

Since there is no portrait image dataset for segmentation, we la-
beled a new one for our model training and testing. In this section
we detail the data preparation and training schemes.

Data Preparation We collected 1800 portrait images from Flick-
r and manually labeled them with Photoshop quick selection. We
captured a range of portrait types but biased the Flickr searches
toward natural self portraits that were captured with mobile front-
facing cameras. These are challenging images that represent the
typical cases that we would like to handle. We then ran a face de-
tector on each image, and automatically scaled and cropped the im-
age to 600× 800 according the bounding box of the face detection
result as shown in Figure 3(a) and (b). This process excludes im-
ages for which the face detector failed. Some of the portrait images
in our dataset are shown in Figure 5 and display large variation-
s in age, color, background, clothing, accessories, head position,
hair style, etc. We include such large variations in our dataset to
make our model more robust to challenging inputs. We split the
1800 labeled images into a 1500 image training dataset and a 300
image testing/validation dataset. Because more data tends to pro-
duce better results, we augmented our training dataset by perturb-
ing the rotations and scales of our original training images. We

Figure 5: Some example portrait images with different variations

in our dataset.

synthesize four new scales {0.6,0.8,1.2,1.5} and four new rota-
tions {−45◦,−22◦,22◦,45◦}. We also apply four different gam-
ma transforms to get more color variation. The gamma values are
{0.5,0.8,1.2,1.5}. With these transforms, we generate more than
19,000 training images.

Model Training We setup our model training and testing experi-
ment in Caffe [JSD∗14]. With the model illustrated in Figure 3, we
use a stochastic gradient descent (SGD) solver with softmax loss
function. We start with a FCN-8s model which pre-trained on the
PASCAL VOC 2010 20-class object segmentation dataset. While
it is preferable to incrementally fine-tune, starting with the topmost
layer and working backward, we have to fine-tune the entire net-
work since our pre-trained model does not contain weights for the
aligned mean mask and x and y channels in the first convolutional
layer. We initialize these unknown weights with random values and
fine-tune with a learning rate of 10−4. As is common practice in
fine-tuning neural networks, we select this learning rate by trying
several rates and visually inspecting the loss as shown in Figure 6.
We found that too small and too large learning rate did not success-
fully converge or over fitting.

Running Time for Training and Testing We conduct training
and testing on a single Nvidia Titan X GPU. Our model training
requires about one day to learn a good model with about 40,000
Caffe SGD iterations. For the testing phase, the running time on a
600× 800 color image is only 0.2 second on the same GPU. We
also run our experiment on the Intel Core i7-5930K CPU which
takes 4 seconds using the MKL-optimized build of Caffe.

5. Results and Applications

Our method achieved substantial performance improvements over
other methods for the task of automatic portrait segmentation. We
provide a detailed comparison to other approaches. A number of
applications are also conducted because of the high performance
segmentation accuracy.
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Figure 6: The loss according to different learning rate. This helps

us choosing the best learning rate to get the best model.

Methods Mean IoU

Graph-cut 80.02%
FCN (Person Class) 73.09%
PortraitFCN 94.20%
PortraitFCN+ (Only with Mean Mask) 94.89%
PortraitFCN+ (Only with Normalized x and y) 94.61%
PortraitFCN+ 95.91%

Table 1: Quantitative Comparison results of different automatic

portrait segmentation method.

5.1. Quantitative and Visual Analysis

Based on our labeled 300 testing images, we quantitatively com-
pare our method with previous methods. The segmentation error is
measured by the standard metric Interaction-over-Union (IoU) ac-
curacy which is computed as the area of intersection of the output
with the ground truth, divided by the union of their areas as,

IoU =
area(output ∩ ground truth)
area(output ∪ ground truth)

.

We first compare our method with a standard graph-cut method
[BJ01]. In our graph-cut method, we start with an aligned mean
mask similar to the one in our shape channel. This soft mask is
aligned with the detected facial features [SLC09] of the input image
and is used to set the unary term in our graph cut optimization.

We also run the result of fully convolutional network (FCN-8s)
from [LSD14]. We look only at the results of the person class and
ignore the remaining 19 class object labels. As reported in Table 1,
the mean IoU accuracy in our testing dataset of graph-cut is 80.02%
while the FCN-8s (Person Class) is only 73.09%. In our testing data,
the graph-cut fails for examples whose background and foreground
color distribution is similar, or in which the content (texture, de-
tails, etc) is complex. As for the FCN-8s, it fails because it has no
consideration of the portrait data knowledge. PortraitFCN+, on the
other hand, achieves 95.91% IoU accuracy which is a significant
improvement.

In order to verify the effectiveness of the proposed position and
shape channels, we setup our PortraitFCN+ model only with the

(a) Scale (b) Rotation (c) Color (d) Occlusion

Figure 8: Our PortraitFCN+ model is robust to scale, rotation, col-

or and occlusion variations. The top row is the input and the bottom

one is the output.

mean mask channel and only with the normalized x and y channels.
As shown in Table 1, considering the shape and position channels
together achieves the best performance. The reason is that the posi-
tion channels help to reduce the errors which are far from the face
region while the shape channel helps to get the right label in the
foreground portrait region. Figure 4 is an example of the type of
highly distracting error corrected by the position and shape chan-
nels of PortraitFCN+. In fact, running PortraitFCN on our test set
produces 60 segmentations which exhibit this type of error, while
that number drops to 6 when using PortraitFCN+.

Besides the quantitative analysis, we also show some visual com-
parison results in Figure 7 from our testing dataset which reinforces
the quantitative analysis. More results are provided in our supple-
mentary file.

Our automatic portrait segmentation system is robust to the por-
trait scale, rotation, color and occlusion variations. This is because
our proposed position and shape channels allow the network to take
these variations into account. Further, the consideration of these
variations in our training dataset also helps. We show some exam-
ples in Figure 8.

5.2. Post-processing

Our estimated segmentation result provides a good trimap initializa-
tion for image matting. As shown in Figure 9, we generate a trimap
by setting the pixels within a 10-pixel radius of the segmentation
boundary as the “unknown”. KNN matting [CLT13] is performed
with the trimap shown in (b) and the result is shown in (c). The mat-
ting performs very well in part because our segmentation provides
an accurate initial segmentation boundary.

5.3. User Study of Our Method

The average 95.9% IoU portrait segmentation accuracy means that
most of our results are close to the ground truth. In the cases where
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IoU = 0.83 IoU = 0.42 IoU = 0.99

IoU = 0.85 IoU = 0.91 IoU = 0.98

IoU = 0.77 IoU = 0.95 IoU = 0.98

IoU = 0.84 IoU = 0.38 IoU = 0.98
(a) Input Image (b) Ground Truth (c) FCN-8s (Person) (d) Graph-cut (e) Our PortraitFCN+

Figure 7: Comparisons of different automatic portrait segmentation methods. (a) and (b) are the inputs and ground truth respectively. (c) is

the results of FCN-8s (Person Class) and (d) is the graph-cut results. (e) is our PortraitFCN+. We will show all the results of our testing

dataset in our supplementary file.
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(a) Input Image (b) Trimap (c) KNN Matting

Figure 9: Segmentation as matting initialization. (a) is the input

image and (b) is the trimap directly from our segmentation result.

(c) is the KNN matting result from our trimap.
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Figure 10: User study of different interactive image selection sys-

tem.

there are small errors, they can be quickly corrected using inter-
active methods that are initialized with our method’s result. The
corrections are very fast when compared with starting from scratch.
In order to verify this, we collected the number of interactions and
time taken for a user to get the foreground selection with different
interactive selection methods. 40 users with different background-
s conducted selections for the 50 images from our testing dataset.
We ask them to do the same thing using Photoshop quick selec-
tion [ADO] and lazy snapping [LSTS04] for each image. We also
let the users do the quick selection initialized with our segmentation
results. As shown in Figure 10, the number of interactions and time
cost is largely reduced when compared with the quick selection and
lazy snapping starting from only the original image.

5.4. Automatic Segmentation for Image Stylization

Due to the high performance of our automatic portrait segmenta-
tions, automatic portrait stylization schemes can be implemented
in which the subject is considered independently of the background.
Such approaches provide increased flexibility in letting the subject
stand out while minimizing potentially distracting elements in the
background.

We show a number of examples in Figure 12, using the styliza-
tion methods of [SPB∗14] and [Win11], as well as several several
Photoshop [ADO] filters with varying effects such as Palette Knife,
Glass Smudge Stick and Fresco. After applying the filters to the
portrait subject, we either perform background replacement, or we
reapply the method that was used on the subject, but with different
settings to weaken the background’s detail and draw the viewer’s

(a) Input (b) BG Replacement (c) BW one color

Figure 12: Our automatic portrait segmentation also benefits for

background editing. (a) is the input. (b) and (c) are the background

replacement and black-and-white with one color [WSL12] result

respectively.

attention to the subject. Because of our segmentation accuracy, our
results have no artifacts across the segmentation boundaries and al-
low for precise control of the relative amount of focus on the subject
with minimal user interaction.

5.5. Other Applications

In addition to allowing for selective processing of foreground and
background pixels, our approach also make background replace-
ment trivial. As shown in Figure 12 (b), we automatically replace
the portrait background. In (c), a black-and-white with one col-
or [WSL12] is automatically generated.

The ability to eliminate the background can also help with oth-
er computer graphics and vision tasks, for example by limiting
distracting background information in applications such as 3D
face reconstruction, face view synthesis, and portrait style trans-
fer [SPB∗14].

6. Conclusions and Future Work

In this paper we propose a high performance automatic portrait seg-
mentation method. The system is built on deep convolutional neural
network which is able to leverage portrait specific cues. We con-
struct a large portrait image dataset with enough portrait segmenta-
tion and ground-truth data to enable effective training and testing
of our model. Based on the efficient segmentation, a number of au-
tomatic portrait applications are demonstrated. Our system could
fail when the background and foreground have very small contrast.
We treat this as the limitation of our method. In the future, we will
improve our model for higher accuracy and extend the framework
to the portrait video segmentation.
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Input Stylization [SPB∗14] Depth-of-field PS Dry Brush Stylization [Win11]

Input Stylization [SPB∗14] Depth-of-field PS Palette Knife Stylization [Win11]

Input PS Oil Paint Depth-of-field PS Glass Smudge Stick Stylization [Win11]

Input Stylization [SPB∗14] PS Palette Knife PS Dark Stroke PS Paint Daubs

Figure 11: A few examples of semantic portrait filters that differentiate the subject from the background. A typical effect is background

replacement to deal with cases where the input background is cluttered. Another useful possibility enabled by our approach is applying a

coarse-scale effect on the background and a finer-scale filter on the subject to make it stand out. We build our filters upon the stylization

techniques of Shih et al. [SPB∗14] and Winnemoeller et al. [Win11], and on some Photoshop filters (prefixed with PS). We encourage the

reader to look at these results in the electronic document and to zoom in to better appreciate the details.

c© 2016 The Author(s)
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