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Abstract

Software architectures are emerging as a key feature in successful software reuse, because they streamline reuse processes by providing a common framework for asset producers and consumers. Traditional software metrics cannot be applied at the architectural level, because this level does not offer the kind of semantic and structural information of source code. In this paper we identify a set of external attributes of software architectures, then we investigate means to quantify these by means of corresponding internal attributes. We illustrate our work on an industrial strength example. 

In this work, we analyze some architecture-level quality attributes, and investigate means to quantify them. Our approach can be summarized in the following premises: 

· Architecture-Oriented Goals.  We view an architecture as a blueprint  for concrete software products or software  product families. In the spirit of the Goal/Question/Metric paradigm, we define our goals in a way that is meaningful for an architecture, i.e. that helps us predict qualities of the concrete products that stem from the architecture. 

· Architecture-Oriented Means. Whereas traditional software metrics are based on such code-level features as tokens, flowgraphs, data dependencies,  and control our  architectural metrics are based exclusively on information that is available at the architectural level. At the architectural level, we do not usually have the wealth of structural and semantic information that is available at the code/ design level, but we do have information about the flow of control and data within components and between components of the architecture. 

· Information-Theoretic Approach. In the absence of precise semantic information on data and control flow within an architecture,  we use a stochastic approach, whereby we model control and data flow  by means of random variables. Information theory provides a rich vocabulary of functions (entropy, joint entropy, conditional entropy, etc..) that quantify random variables. These functions have been investigated in detail in the past decades; they have well known mathematical properties, and, perhaps more importantly, well understood  physical interpretations. 

· A Hierarchy of Attributes. We subscribe to Fenton’s thesis that we must distinguish between internal attributes and external attributes; we also adhere to his reluctance to represent complex features by a single number. But we refine his two-tier attribute classification by adding a third, intermediate, attribute, to obtain the following three-tier hierarchy: 

· Qualitative Attribute, which corresponds to Fenton’s external attribute, and represents a (usually) qualitative,  multidimensional characteristic of the product. 

· Quantitative Function, which is a scalar or vector that attempts to assess some qualitative attribute, and is usually difficult or impossible to compute. 

· Computable Metric, which corresponds to Fenton’s internal attribute, and can be utilized  to approximate some quantitative function. 
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