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Semi-Supervised learning

1. Data point: X = {x1, . . . , xn};

2. Label: Y = {y1, . . . , yn};

3. Labeled data: L = {(x1, y1), . . . , (xl, yl)};

4. Unlabeled data: U = {x1, . . . , xu}, l + u = n.

5. Objective: estimate the true label for the unlabeled data U.
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1. Suppose we construct a graph G(V,E);

2. Each node in V represents a data point x;

3. If two data points xi and xj are similar with each other, we

connect them with an edge eij

4. The weight wij on the edge eij represent the similarity
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Harmonic Function

1. Our goal is to find out a label function f (x) to predict the

label of the unlabeled data;

2. This function need to satisfy two condition:

I f is close to the labeled data: f (xi) ≈ yi, xi ∈ L;

I f is smooth on the graph.
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Harmonic Function

1. So the objective function is:

min
f :f (x)∈<

∞
l∑

i=1

(yi − f (xi))
2 +

l+u∑
i,j=1

wij(f (xi)− f (xj))
2;
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Harmonic Function

1. To solve this problem, we could use the Laplacian matrix

of the graph: ∆ = D−W;

2. W is the weight matrix,

D is a diagonal matrix : Dii =
n∑

j=1
wij;

3. Denote ∆ =

 ∆LL ∆UL

∆LU ∆UU


4. Solution:

 fL = yL,

fU = −∆UU
−1∆ULyl.
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2. Data point: one Q/A pair with previous mentioned

features;

3. Labeled data: label manually;

4. Similarity: wij = 1−
d∑

q=1

|xiq−xjq|
d
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Some Results

Other results

1. if Q + A = {1 1 1 1 1}, then we believe that the system
answered what user want.

2. 2007 Q-A match: 2446/10762 = 0.2273
3. 2007− 2009 Q-A match: 8806/43621 = 0.2019
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