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Puzzle

ÅA bad king has a cellar of 1000 bottles of delightful and very expensive wine. A 
neighbour queen wants to kill the bad king and sends a servant to poison the wine.

ÅFortunately (or say unfortunately) the bad kingõs guards catch the servant after he 
could poison only one bottle. The poison takes one day to have an effect and 
make people die.

ÅThe bad king decides to get some of the prisoners to drink the wine in order to 
help him find the bottle of wine that was poisoned in one day .

ÅDespite being a bad king, he still wants to reduce the death rate. Do you know 
how many prisoners needed at least? Please explain~

1/18



WANG, Yue The Chinese University of Hong Kong

Puzzle Answer

ÅThe answer: no more than 10 prisoners

ÅThe number of the bottles are 1 to 1000. Now, write the number in binary format:
Å bottle 1 = 0000000001 (10 digit binary)

Å bottle 2 = 0000000010

Åê

Å bottle 500 = 0111110100

Å bottle 1000 = 1111101000

ÅNow, take 10 prisoners and number them 1 to 10. Let prisoner Ὥtake a sip from every 
bottle that has a 1 in its Ὥ- th bit. And, this process will continue for every prisoner until the 
last prisoner is reached. For example:
Å Prisoner = 10 9 8 7 6 5 4 3 2 1

Å Bottle 924 = 1 1 1 0 0 1 1 1 0 0

ÅFor instance, bottle no. 924 would be sipped by 10,9,8,5,4 and 3. That way if bottle no. 924 
was the poisoned one, only those prisoners would die.

ÅAfter one day, line the prisoners up in their bit order and read each living prisoner as a 0 
bit and each dead prisoner as a 1 bit. The number that you get is the poisoned wine.

ÅWe know, 1000 is less than 1024 (2^10). Therefore, if there were 1024 or more bottles of 
wine it would take more than 10 prisoners.
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Generating topic-oriented summaries 

using neural attention
[NAACL 2018]
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Outline

ÅBackground

ÅMethod

ÅExperiment

ÅConclusion
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Background

ÅDocument summarization
ÅIdentifying the important parts of the document to provide a 

quick overview to a reader

ÅNew task
ÅSummarize a single document into multiple summaries with 

different topics of interest

ÅMotivation
1. A long article can span several topics, which cannot be entirely 

cover by a single summary
2. The interests of readers can vary and the notion of importance 

can change across different readers
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Background

Å Example:
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Method

ÅA novel approach to artificially create a topic -centric 
training corpus

ÅTopic aware pointer -generator network

key part!!
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Method 

ÅIdeal dataset: each article can have multiple summaries, 
each annotated with a topic 

ÅChallenge: no existing suitable datasets
ÅUsually one article with one summary
ÅSummaries without topic annotation

ÅHow to create such a dataset?
ÅToo expensive for human labelling
ÅCreate an artificial dataset!
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Method

ÅSource dataset: CNN/ Dailymail dataset
ÅOne article with one summary without topic annotation

ÅTwo questions before creating our target dataset
1. How to annotate a summary with a topic
2. How to convert the (article, summary) pair into {(article, summary1), 
(article, summary2), ê } 
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Method

ÅSummary topic annotation

1. Learn topic representation by leveraging external dataset
ÅNews dataset tagged with topics like politics, sports, education etc. 

(from 2017 KDD Data Science + Journalism Workshop)

ÅFor each topic, group its articles and compute the normalized bag -
of-words (BOW) representation as the topic vector Ὡ:
ÅὩ ὲέὶάὥὰὭᾀὩὲȟὲȟȣȟὲ

Åὺ: vocabulary size
Åὲ: occurrence count of Ὥ- th word 
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Method

ÅSummary topic annotation

2. Assign topic by comparing summaryõs BOW with Ὡ
ÅCorpus: article and summary pairs ὥȟί
ÅFor each topic ὸ: ίὭάίȟὸ ὺȟὩ
Åὺ: BOW of summary ί

ÅὩ : topic vector of Ὥ- th topic

ÅFor the topic Ὥand Ὦwith highest and second highest similarity:

ÅSet confidence ὧ
ȟ

ȟ

ÅIf ὧ ὸὬὶὩίὬέὰὨ(1.2),add ὥȟόȟί into intermediate dataset

Åό : a one-hot vector with Ὥ- th entry storing confidence score ὧ
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Method

ÅStart create our artificial datasets
ÅFor ὥȟό ȟί and ὥȟό ȟί
Åὥ ὰȟὰȟὰȣȟὰ

Åὥ ὰȟὰȟὰȣȟὰ

ÅRandomly pick lines from ὥ or ὥ

Åὥ and  ὥ can convey two topics
ÅAdd ὥȟό ȟί and ὥȟό ȟί into 

the final dataset
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Method

ÅTopic aware pointer -generator network

Topic one-hot vector: ό

é
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Experiment

ÅPerformance on the created dataset
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Experiment

ÅPerformance on multi - topic articles
ÅCase study:
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Experiment

ÅPerformance on multi - topic articles
ÅAttention coverage visualization:
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Experiment

ÅHuman evaluation of performance
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