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1. Numerical Solution

Here we explain all details on how to solve the problem we proposed in the paper in Section 3. We rewrite the original

energy function defined in Eq. (14) in the paper as

E(s, I) = E1(s, I) + λE2(I) + βE3(∇s). (1)

With the approximation described in the paper that ρ(x) ≈ φ(x) · x2, the first two terms can be approximated as

E1(s, I) =
∑

i

(

ρ(|si − pi,x∇xIi|) + ρ(|si − pi,y∇yIi|)
)

≈
∑

i

(

φ(si − pi,x∇xIi) · (si − pi,x∇xIi)
2 + φ(si − pi,y∇yIi) · (si − pi,y∇yIi)

2

)

=
∑

i

(

(si − pi,x∇xIi) · φ(si − pi,x∇xIi) · (si − pi,x∇xIi)

+ (si − pi,y∇yIi) · φ(si − pi,y∇yIi) · (si − pi,y∇yIi)
)

, (2)

E2(I) =
∑

i

ρ(|Ii − I0,i|)

≈
∑

i

φ(Ii − I0,i) · (Ii − I0,i)
2

=
∑

i

(Ii − I0,i) · φ(Ii − I0,i) · (Ii − I0,i). (3)

They can be written in vector forms respectively as

E1(s, I) = (s − PxCxI)TAx(s − PxCxI) + (s − PyCyI)TAy(s − PyCyI), (4)

E2(I) = (I − I0)
TB(I − I0), (5)

where s, I and I0 are vector representations of s, I and I0. Cx and Cy are discrete backward difference matrices that are used

to compute image gradients in the x- and y- directions. Px, Py , Ax, Ay and B are diagonal matrices, whose i-th diagonal

elements are defined as

(Px)ii = pi,x, (Ax)ii = φ(si − pi,x∇xIi),

(Py)ii = pi,y, (Ay)ii = φ(si − pi,y∇yIi),

Bii = φ(Ii − I0,i).
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The last term in Eq. (1) is regularization on s. Its definition is

E3(∇s) =
∑

i

(

µi,1(v
T
i,1∇si)

2 + µi,2(v
T
i,2∇si)

2
)

. (6)

Considering one single term inside the summation, following definitions in the paper, we get

vi,1 =
1

|∇Gi|

(

∇xGi

∇yGi

)

, vi,2 =
1

|∇Gi|

(

∇yGi

−∇xGi

)

, (7)

To simplify notation, let vi,x = ∇xGi/|∇Gi| and vi,y = ∇yGi/|∇Gi|. It makes vi,1 = (vi,x, vi,y)
T and vi,2 =

(vi,y,−vi,x)
T . Now we expand the term E3(∇si) as

E3(∇si) = µi,1

(

vi,x∇xsi + vi,y∇ysi

)2

+ µi,2

(

vi,y∇xsi − vi,x∇ysi

)2

= µi,1

(

v2i,x(∇xsi)
2 + 2vi,xvi,y(∇xsi)(∇ysi) + v2i,y(∇ysi)

2

)

+ µi,2

(

v2i,y(∇xsi)
2 − 2vi,xvi,y(∇xsi)(∇ysi) + v2i,x(∇ysi)

2

)

= ∇xsi

(

µi,1v
2

i,x + µi,2v
2

i,y

)

∇xsi +∇ysi

(

µi,1v
2

i,y + µi,2v
2

i,x

)

∇ysi

+ 2∇ysi

(

µi,1 − µi,2

)

vi,xvi,y∇xsi. (8)

With diagonal matrices, Σ1, Σ2, Vx and Vy are with main-diagonal elements

(Σ1)ii = µi,1, (Vx)ii = ∇xGi/max(|∇Gi|, ε),

(Σ2)ii = µi,2, (Vy)ii = ∇yGi/max(|∇Gi|, ε),

where ε is introduced to avoid division by zero. The regularization term can be rewritten in a vector form as

E3(s) = (Cxs)T (Σ1V
2

x +Σ2V
2

y )(Cxs) + (Cys)T (Σ2V
2

x +Σ1V
2

y )(Cys) + 2(Cys)T (Σ1 − Σ2)VxVy(Cxs). (9)

Let

L = CT
x (Σ1V

2

x +Σ2V
2

y )Cx + CT
y (Σ2V

2

x +Σ1V
2

y )Cy + 2CT
y (Σ1 − Σ2)VxVyCx. (10)

The final term is expressed as

E3(s) = sTLs. (11)

Finally, the overall energy function is

E(s, I) =(s − PxCxI)TAx(s − PxCxI) + (s − PyCyI)TAy(s − PyCyI)

+ λ(I − I0)
TB(I − I0) + βsTLs. (12)

In this function, Ax and Ay depends on I and s; B depends on I only. To solve it, we adopt a two-step iterative solver, fully

described in the paper in section 3.1.

2. More Results

As discussed in our paper, images captured in different fields can have large variation in gradient magnitudes and direc-

tions. Directly applying joint filtering for image restoration could blur structures that are weak in their clean counterpart.

In the meantime, strong edges caused by highlight/shadow in the guidance will also be introduced to the output, making

the result implausible. A result of using the guided filtering [5] is shown in Fig. 1(b). Another way to utilize filtering is to

transfer details of the clean image to the noisy one. In [7], joint bilateral filters are used to denoise and separate the detail

layer. We show a result via transferring detail layer using this method in Fig. 1(c). This method finds similar problems as

guided filtering, and additionally results in blurred edges where gradient direction reverts in the two inputs. Our method, by



handling all these discrepancies in the scale map s, is able to restore a sharp and clean image as shown in Fig. 1(d). Another

example with flash/non-flash image pairs is shown in Fig. 2 with comparison to the result of [7].

Fig. 3 shows the whole-image inputs and results, corresponding to the close-ups in Fig. 8 in the paper. Our method only

needs the IR image guidance, and the result is comparable to that of [6], which are produced with both UV (ultraviolet) and

IR guidance images. Our edges and details are very clear.

In Fig. 4, we show the whole-image inputs and results with close-ups already presented in Figs. 6 and 7 in our paper.

It is for comparison to the state-of-the-art BM3D single-image denoising method [1], and the detail-transfer approach [9]

utilizing the WLS filter [2]. The two input images are respectively RGB and NIR images taken from the same location. Our

result contains many readable small characters and complicated texture. One more result produced by our method is shown

in Fig. 5.

In Fig. 6, we show the result by applying our guided restoration method to haze removal, which is an important application

and unfortunately still suffers from significant noise and JPEG visual artifacts after haze suppression. These noise and

compression artifacts are caused by strong contrast enhancement in local regions, which originally in the hazed image are

almost visually unnoticeable. Our method greatly improves the result quality after restoring the dehazed image with the NIR

image guidance.

Besides the flash/non-flash and RGB/NIR image settings illustrated in previous examples, our method is also applicable

to other cross-field restoration problems. For example, images captured at night are usually dark with many structures being

eliminated. An example is shown in Fig. 7(a). Brightening it by increasing color contrast in PhotoShop improves the image,

and in the meantime boosts image noise, as shown in (c). With a reference day image as described in [8], our method is able

to remove the annoying noise with high-quality edge preservation. The output (d) contains nearly all fine details and keeps,

as well, strong and clean structures with the day image information.

Additionally, depth images from Kinect or other realtime depth capture devices contain strong noise caused by missing or

erroneous data for many pixels. We similarly apply our restoration method with the corresponding RGB visible images as

guidance to raw depth maps and produce much improved results, as shown in Fig. 8.
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(a) Flash/Non-flash Images (b) Result of [4]

(c) Result of [7] (d) Our Result

(e) Close-ups

Figure 1. Flash/non-flash restoration. The input images and result of [7] are obtained from the original paper.



(a) Non-flash Image (b) Flash Image

(c) Result of [7] (d) Our Result

(e) Close-ups

Figure 2. Flash/non-flash restoration. The input images and result of [7] are obtained from the original paper.



(a) Noisy Image (b) NIR Image

(c) Result of [6] (d) Our Result

(e) Close-ups

Figure 3. RGB/flashed-NIR restoration. The input images and result of [6] are obtained from the original paper. Note the result of [6] is

outputed from two guidance images while ours is with only one IR image as guidance.



(a) Noisy Image (b) NIR Image

(c) BM3D [1] (d) Result of [9]

(e) Our Result (f) Our scale map

(g) Close-ups of (c)-(f)

Figure 4. RGB/flashed-NIR restoration. Results of different methods are compared.



(a) Noisy Image (b) NIR Image

(c) Result of [9] (d) Our Result

(e) Close-ups

Figure 5. One more RGB/flashed-NIR restoration example with result comparison.



(a) Haze Image in [3] (b) NIR Image

(c) Result of [5] (d) Our Result from (b) and (c)

(e) Close-ups

Figure 6. Guided image restoration from haze images. Note our method takes the input of the dehazed image and the NIR guidance image

shown in (c) and (b) to improve the result quality.



(a) Night Image from [8] (b) Day Image from [8]

(c) Enhanced Night Image (d) Our Result from (b) and (c)

(e) Close-ups

Figure 7. Image restoration from day and night images. Our method takes the input of the day and enhanced night images in (b) and (c) to

suppress noise and other visual artifacts.

(a) Raw Depth Map (b) RGB Image (c) Result by [4] (d) Our Result

Figure 8. Depth map restoration with RGB image as guidance. Compared with [4], our method completely removes the background noise

and does not blur edges.


