IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 23, NO. 2, FEBRUARY 2014

837

Scale Adaptive Dictionary Learning

Cewu Lu, Member, IEEE, Jianping Shi, Student Member, IEEE, and Jiaya Jia, Senior Member, IEEE

Abstract—Dictionary learning has been widely used in many
image processing tasks. In most of these methods, the number of
basis vectors is either set by experience or coarsely evaluated
empirically. In this paper, we propose a new scale adaptive
dictionary learning framework, which jointly estimates suitable
scales and corresponding atoms in an adaptive fashion according
to the training data, without the need of prior information.
We design an atom counting function and develop a reliable
numerical scheme to solve the challenging optimization problem.
Extensive experiments on texture and video data sets demonstrate
quantitatively and visually that our method can estimate the
scale, without damaging the sparse reconstruction ability.

Index Terms—Dictionary learning, sparse coding, sparse
representation, image restoration.

I. INTRODUCTION

PARSE dictionary learning [1] aims to construct dictio-

naries according to specific input visual data. It gives rise
to sparse representation of images patches or video volumes
using only a few atoms and has become very popular in these
years as it can be employed in solving many image processing
problems [2]-[7].

A dictionary contains many atoms in general. Its scale is
highly variable, ranging from hundreds to hundreds of thou-
sands in different applications. Experienced developers need a
few tryouts or fix it to a number s/he feels comfortable with.
For example, in [1], [5], and [8], the scale is set according to
experience. In [9], three different dictionary scales are tested.

In terms of scale determination, previous approaches are
either time consuming or requiring extensive knowledge. It
is especially inconvenient when dealing with applications
that involve processing large-scale data or learning many
dictionaries at the same time.

For example, in texture synthesis illustrated in Fig. 1,
texture data have different dictionary scales, which depend on
how informative structures are. For the simple brick texture,
23 dictionary atoms are enough to describe structure variation.
On the contrary, for the “crowd” image, its complex patterns
lead to a dictionary with 189 atoms. These numbers are not
intuitive for humans to be aware of. If the dictionary scale can
be determined automatically during optimization, visual data
can be processed effectively without needing extensive human
experience or prior knowledge.
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Fig. 1. Two images and their suitable dictionaries used in example-based
inpainting and image completion.

Fig. 2. A texture image and its patch dictionary constructed in [2].
The patches whose correlation is larger than 0.99 are marked with the same
color.

It has also been found if the scale of a dictionary deviates
much from what it should be, the resulting atoms may not
be sufficiently informative or contain many similar or even
repeated atoms. The latter case could slow down the testing
procedure. An example in Fig. 2 demonstrates that the method
of [2] could suffer from redundant atoms.

Bayesian sparse models [10] were developed aiming to
learn dictionaries in a non-parametric way. Inferring dictio-
nary scales is also achievable. But, as pointed out in [11],
these methods may not know whether the Bayesian model
is appropriate or not for the data at hand. Further, they
generally take heavy computational costs. Ramirez ef al. [11]
employed the Minimum Description Length (MDL) principle
to estimate dictionary size using an enumeration scheme.
It estimates all possible dictionary scales from one to the
maximum value allowed. When the latent dictionary scale is
large, this enumeration scheme is not that efficient. Moreover,
both Bayesian sparse [10] and MDL [11] models cannot avoid
identical and very similar atoms theoretically.

In this paper, we propose a Scale Adaptive Dictionary
Learning (SADL) method. Unlike enumeration in MDL [11],
it is a unified framework to learn the sparse dictionary rep-
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Fig. 3. In sparse linear combination of basis vectors, coefficients a can
measure whether one basis vector is used or not. An Atom Indicator Vector
(AIV) @ j contains all coefficients in a red rectangle corresponding to basis d;.

resentation and determine the appropriate number of atoms
simultaneously, which has a dissimilarity lower bound for any
two atoms theoretically.

Our main contribution is threefold. First, we enable the
learnt dictionary scale automatically adaptive to the input data
by introducing Atom Indicator Vectors (AIVs) to describe
the compactness of output atoms. Second, we prove that our
model can lead to a compact dictionary with a nonzero atom-
wise distance lower bound. Third, we utilize the Multivariate
Moreau Proximal Indicator (MMPI) penalty to solve for SADL
efficiently. Our extensive experiments in different visual data
manifest that our learnt dictionaries preserve good reconstruc-
tion ability and their scales are appropriate.

II. ANALYSIS AND FORMULATION

In this paper, matrices, vectors and sets are in bold capital,
bold lower-cased and calligraphic fonts respectively. For a
dictionary matrix D, d; denotes the i-th column (i.e., an atom)
and d ; denotes the j-th row.

Typical dictionary learning is formulated as

n

1 1
in  E(D,A) £ - —IDa; —x; 1|3 4 Alleilli > (1
pmin - ED,A) £ ;[zn o; = xill5 + Alleilli 5 (1)
where / is a regularization parameter. X = {x1, ..., X,} is the
training data set with sparse coefficients A = {ay, ..., a,}

over dictionary D in R”*¥_ | Det; —x; ||% is the data fitting term
whereas |le¢;||1 is sparsity regularization. The problem can be
solved via alternatively solving for D and A. Dictionary D is
restricted to a closed convex set D following the setting in [9]:

DE2DeR™ 51 Vji=1,.. .k dld;<1}.

In Eq. (1) the size of the dictionary is a free parameter.
Originated in the well known model selection criteria, such
as AIC and BIC [12], we introduce a model scale penalty. In
signal processing, scale penalty is described by a row-sparse
norm [13]. We alternatively make use of the corresponding
response from A and define Atom Indicator Vectors (AIVs)
@ = [o1j,...,0m ;] (1 < j < k), where a;; is the j"
element of «;. It is illustrated in Fig. 3. AIVs can measure the
importance of individual basis with the count of zero elements.
To utilize this clue, we update the original dictionary learning
framework to

k
ED, A) + x> 1@)), 3)

min
De ;
Jj=1

)
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where Zl;zo I(aj) imposes dictionary scale penalty and u is
a balance parameter. The indicator function is defined as
1@) = || e
otherwise

It outputs 1 for non-zero vectors. Hence, the sum of the indica-
tor functions for all AIV elements, expressed as ZIJC-:] I(a)),
can represent the number of the atoms that are indeed used.

Note that we do not assume that a dictionary originally
contains zero vectors. Instead, the objective function within
Eq. (3) can automatically control the number of non-zero
AlVs in optimization. The linear sparse representation can
be adjusted in scale by penalizing le‘-:ll(&j). We name
this method as Scale Adaptive Dictionary Learning (SADL).
We note that previous model selection methods, such as AIC
and BIC [12], aim to compare models. They cannot directly
estimate a scale.

A. Dictionary Compactness and Scale Adaptation

High dictionary compactness makes learnt atoms discrimi-
native. There are approaches, such as [14], that add extra dis-
criminative terms to accomplish this goal. But these methods
still pre-define the dictionary size, independently from the data
at hand. Our framework can ideally capture this compactness
property. We prove in what follows that it can avoid identical
or very similar atoms in dictionary learning. We also show
that the Euclidian distance between any two learnt atoms in
our results has a nonzero lower bound. These conditions have
never been discussed in this field. They are also not necessarily
satisfied in prior models.

Theorem 1: Assuming {D*, A*} is the optimal solution of
Eq. (3), any two atoms d and d* with I(&}) = 1 and I(a}}) =1
must satisfy

nui?
K2’
where ¢ = 2?21{%”7‘1'”%} andx = 1+ %
The proof is given in the Appendix. Theorem 1 indicates
that when u = 0, Eq. (3) degrades to the traditional dictionary
learning model expressed in Eq. (1). Given a non-zero ,
Theorem 1 ensures a dissimilarity lower bound for any two
atoms, making the learnt dictionary compact.

2
Idy —dyliz >
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III. MULTIVARIATE MOREAU PROXIMAL INDICATOR

The objective function in Eq. (3) involves multivariate
indicator terms I(af;). We introduce a novel Multivariate
Moreau Proximal Indicator (MMPI) penalty Y'(a) to avail
optimization. The MMPI penalty is defined as

Y (@) = min{plla -t + 1(1)}. (5)

If p is sufficiently large, MMPI approaches the multivariate
indicator function I(e;). To facilitate description, we plot the
penalty of Y, in 1D and 2D under different p in Fig. 4. The
peak gets sharper with a larger p. When p = 1000, Y, is
nearly identical to the multivariate indicator function I.

With the MMPI penalty, we can optimize the problem
with a suitable model scale. Also, the MMPI penalty is quite
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different from the Moreau proximal mapping discussed in [15],
which involves only univariate indicator functions whereas our
MMPI is a multivariate model. We give in Lemma 1 the MMPI
solution. That lemma enables optimization in a very nice form.

Lemma 1: The solution to the MMPI penalty Y,(a) in
Eq. (5) is with the form

pllal} if fal3 < 1/p,
Tp(@) = 1 2 otherwizse ©)
Proof: We discuss two situations.
« When t = 0,, it equals to plla|3.
e When t # 0,, the optimum is reached when t = a. In
this case, Y, (a) = min¢{p|la — t||% +1}=1.
In summary, ifp||a||% <1,wegetY,(a) = p||a||%. Otherwise,
Y,(a) = 1. [ ]

IV. OPTIMIZATION

We approximate the multivariate indicator term I(a;) by the
MMPI penalty Y, (a;) in Eq. (3) and obtain function

1 n k
in — Da; — x5 + Alle; Y,@;). (7
D‘e%r,‘m;{” @ — x5+ ||ozl||1}+u;1 ,@)). (7)

It now can be solved efficiently in a two-step scheme, which
optimizes D and A alternatively. The two steps are referred
to as dictionary update and dictionary selective sparse coding
respectively.

A. Dictionary Update

Given the estimated .4 in the previous step, we solve

n

1 1
in L(D) = min — —IDe; — x; |13} . 8
min (D) Slé%nizzliz” o x,nz] 8)

We resort to the classical first-order projected stochastic gra-
dient descent algorithm [16] to compute D. It updates D
iteratively. In each iteration,

D =[]D -4 VpLD)],
D

where d; is the gradient operator, and [[p represents the
projector to refine the dictionary in set D.

B. Dictionary Adaptive Sparse Coding

With the estimated D in the above step, we minimize .4 by
solving

11 ) o
mjngg{znnui—xi||2+1||ai||1}+uZTp(a,->. ©)
= J

According to the definition of Y,(-) in Eq. (5), we rewrite
Eq. (9) as
in L [ S01Da - x4 2l
min — o — X; o;
A n = i il il
k
i ;-G +1dn}. o
+umT1n];[p||a, JI+IE]]. (10)
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We provide its equivalent formulation as
1 n
min — Do; — X [|5 + Alle;
min {?” = xil3+ 2l ]
k
+u Y lplaE -~ G+ 1E) A

J=1

Similar to & j,/t\j is the corresponding row vector in T, and
t; is the column vector. It holds that T = [?b ... ,/t\k]T =
[t1, ..., t,].

Since there are two variables 4 and T in Eq. (11), we
decompose the problem into two sub ones, both of which have
closed form solutions.

1) Updating A: We ignore the constant terms with respect
to A in Eq. (11). The objective function becomes

k

1L .
min > (1D = x;[3 + Allei)ll}+u D pla; =413
i=l1 j=1

1 n
= min — > {|Da; — x5 + Allet; F—tl13). (12
H,lcl\nni_l{” o — X3 + Alleilly +nuplle; — tillz}. (12)

Functions for different i are independent. We thus solve each
separately as

min [Da; — x5 + Allei |1 +nppllei — til3. (13)

It is a combination of quadratic term and £! sparse term, this
formation can be solved by iterative shrinkage and threshold-
ing method [17] efficiently.

2) Updating T: We ignore the constant term with respect
to T in Eq. (11) and solve

k

min " plla; -5 + I(E).
tlETj=0

(14)

It can be decomposed to k independent functions with respect
to index j. Without loss of generality, we discuss how the j*
problem is solved, which is

rr%inpua,- — 13 +I(t)). (15)

J

It is a standard MMPI penalty, and can be directly solved via
Lemma 1.

C. SADL Framework Summary

In summary, starting with a random D, we apply
Algorithm 1. In the inner iteration of {.A, T}, when the energy

I (1
E,D, AT =~ {SIDe; x5 + Ao 1

i=

k
+u D Iplld; =15 +1@)] (16)
j=1
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Fig. 4. 1D and 2D plots for Y, under different ps. A larger p corresponds to a smaller aperture in the plot. (a) p = 5. (b) p = 10. (¢) p = 100.
(d) p = 1000.
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Algorithm 1 Scale Adaptive Dictionary Learning (SADL)

input: input data {x1,...,x,}; regularization parameters \

and p
initialize p = 1, ¢ = 1; generating D, randomly.
repeat

TO = thl’ .AO = .Atfl 5 1 =0

repeat

with T?~!, solve for A% in Eq. (13);
with A%, solve for T? in Eq. (15);

t=1+1
until £,(D,_ 1,TZ A?) converge;
T, =T, A, = A%

with A;, D;_1, solve for D; using gradient descent
algorithm [16];
p—2pt=1t+1;

until D; converge or p > 10°

D* = Dt, T>k = Tt

return atoms {dj|I(/t\;k) =1} forVj=1,...,k.

reaches its limit, the system terminates. The final dictionary
consists of atoms {d}’fII(t;’f) = 1}. The scale is automatically
adaptive to input visual data.

D. Analysis and Discussion

1) Convergence Analysis: In Algorithm 1, we increase p
gradually in iterations as shown in Fig. 5. This scheme, com-
pared to fixing p as a large value, warms up the optimization,
and has the effect to pull results out of local minima.

P

p increases gradually in iterations to make Y(-) approach I(-).

According to Eq. (6), the distance between .4 and T reduces
in iterations, whose upper-bound in " iteration is
1
<2
where p; is the value of p in the ¢'" iteration. With improved
A and T, D is updated until convergence.

2) Parameter Discussion: Parameter A controls the sparsity.
Its value is in 0.2 ~ 0.3. Its empirical validation on visual data
is presented below. u is the regularization strength. Its effect is
to exclude atoms that are least used in the training data. Even
if its value is fixed, scale can still be automatically adaptive.
Empirically, we set u = 0.002 in our experiments.

1
—,0 17)
Pt

t’h

la; — €13 <m1n{

V. EXPERIMENTS

We conduct extensive experiments to verify our model.
In qualitative evaluate, we define “safe dictionary”
and “85%-dictionary.” Safe dictionaries are trained via
the traditional method [1], which are with double the
number of atoms than those produced in our method. If our
dictionaries are similarly effective as these safe ones, our
learnt dictionary is regarded as complete. Meanwhile, we
train dictionaries with 85% of the size determined by our
method. We call them 85%-dictionaries. If reducing 15% of
the atoms significantly increases sparse reconstruction errors,
it is obvious that our estimated scale is very close to the
lower bound that a dictionary needs to be with.

A. Evaluation on Synthetic Data

This experiment is to manifest that our proposed approxi-
mation algorithm solving Eq. (19) can be very similar in terms
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Fig. 6. (a)—(g) are the seven texture examples with increasing complexity.
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Fig. 7.
(f) 103. (g) 189.

TABLE I
COMPARISON OF SCALES COMPUTED BY THE TWO MODELS

[ Ground Truth Scale s ][ 10 [ 50 [ 100 [ 150 [ 200 |

Ideal model Eq. (18) 11 | 56 | 113 | 159 | 216
Approximation Eq. (19) 13 | 62 | 124 | 166 | 235

of performance to the ideal model in Eq. (18).

I 5 koo
min j;;{nnai —xiuz+ﬂ||ai||1}+uzll(a,-). (18)
= j=

1 n k
in — Da; — x;||3 + Alle; Y,@;). (19
Drenll)r,lAni_Zl{” @ —x;|I3 + ||a1||1}+uj; ,@j). (19)

We randomly generate a dictionary D € R!0*S and the
sparse coefficients [« 1, . .., &, ] with 20% sparsity ratio, where
n = 40000 and the dictionary scale s is chosen under
different levels from 10 to 200. Our data are generated via
x; = Da; + & (1 < i < n), where & is the additive Gaussian
noise (SNR = 30 dB).

We compare the results produced using the two models
under different dictionary scales s. We achieve the solution of
Eq. (18) by exhaustively trying all possible scales and finding
the best one that gives a small reconstruction error. The results
are demonstrated in Table 1. It shows that the results from the
two models are close enough.

We compare our estimates with those of [11] and [10] with
ground truth dictionary scales s ranging from 10 to 1600. The
estimation errors are listed in Table III. It shows our estimates
are generally more accurate in terms of scales.

Our solver performs favorably with regard to running time.
This is because MDL [11] adopting enumeration takes heavy
computation as the dictionary scale grows and BDL [10] has to

Dictionaries trained on textures in Fig. 6. Atoms increase from left to right. The numbers are the scales of D. (a) 23. (b) 41. (c) 64. (d) 76. (e) 82.

TABLE II
ESTIMATED DICTIONARY SCALES ON THE 25 MTC SETS

[(MiCset [ T [ 2 [ 3 [ 415161 7]

|DJ 52 93 135 | 164 | 172 | 182 | 201
MTC set 8 9 10 11 12 13 14

D] 232 | 277 | 315 | 346 | 384 | 425 | 462
MTC set 15 16 17 18 19 20 21

D] 493 | 522 | 551 | 560 | 578 | 599 | 618
MTC set 22 23 24 25

[ D] [ 666l [677]702] [ [ |
30
30
5% 5
o D20
2 2
w 10 w o
0 10 15 20 0 10 15 20
Iterations Iterations
(a) (b)

Fig. 8. (a) and (b) demonstrate the energy change during optimization for
textures in Fig. 7(a) and (b) respectively. Energy decreases quickly in both
examples.

repeatedly solve optimization problems. We list running time
of the three methods on a PC (CPU 2.80GHz, RAM 2.96GB)
in Table IV. Our method is more efficient due to much less
iterations in optimization being performed.

B. Texture Experiments

Sparse representation is very useful in solving many texture-
involved problems, such as texture inpainting, synthesis, and
classification [18], [19]. We first use them to evaluate our
method. In general, structure complexity of texture or the
amount of information stored can be coarsely perceived. For
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TABLE III
ESTIMATION ERRORS |s* — s|/s FOR EACH METHOD, WHERE s* AND s ARE ESTIMATED AND GROUND TRUTH SCALES RESPECTIVELY

[ Ground Truth Scales s [ 10 | 50 [ 100 | 150 | 200 | 400 | 600 [ 800 | 1000 | 1200 | 1400 | 1600 | Average |
MDL [11] scale error (%) 30.0 | 32.0 | 35.0 | 26.6 | 245 | 227 | 155 | 193 19.2 17.5 16.2 23.3 23.5
BDL [10] scale error (%) 20.0 | 28.0 | 32.0 | 233 | 225 | 182 | 195 | 17.7 18.6 19.0 21.3 24.6 22.0
Our SADL scale error (%) 30.0 | 24.0 | 240 | 106 | 175 | 102 | 11.6 | 12.7 12.9 11.9 10.7 13.9 15.8

TABLE IV
RUNNING TIME UNDER DIFFERENT SCALES
["Ground Truth Scale s [| 10 | 50 | 100 | 150 | 200 | 400 | 600 | 800 | 1000 | 1200 | 1400 | 1600 |
MDL [11] (hours) 0.05 | 029 | 0.56 | 1.10 | 1.95 | 3.75 | 454 | 532 | 5.20 7.54 8.21 9.38
BDL [10] (hours) 1.37 | 219 | 348 | 333 | 395 | 452 | 505 | 6.13 | 6.55 7.24 7.45 8.29
Our SADL (hours) 0.07 | 0.12 | 0.21 | 0.25 | 0.29 | 042 | 0.57 | 0.59 | 0.63 0.67 0.73 0.78
TABLE V

AVERAGE RECONSTRUCTION ERRORS WITH VARYING SPARSITY IN FIG. 6. “SPARSITY” IS MEASURED AS THE RATIO OF NON-ZERO ATOM NUMBER
TO THE TOTAL NUMBER N LEARNT AUTOMATICALLY BY OUR METHOD. “SCALE” DENOTES THE NUMBER OF DICTIONARY ATOMS.
WE COMPARE OUR RESULTS TO THOSE WITH DICTIONARY SIZES PRE-DEFINED AS 2N AND 0.85N

Sparsity Scale | Texture 1 | Texture 2 | Texture 3 | Texture 4 | Texture 5 | Texture 6 | Texture 7

N 0.5388 1.3144 1.7752 1.2959 0.4135 0.7590 1.0292

10% 2N 0.5144 1.2841 1.6594 1.2863 0.3910 0.7422 0.9609
0.85N 0.8568 1.7937 2.3220 1.6851 0.6163 1.0399 1.4658

N 0.4511 1.2949 1.6571 1.2326 0.4056 0.7503 0.9327

20% 2N 0.4346 1.2354 1.5830 1.2100 0.4034 0.7274 0.9035
0.85N 0.7413 1.7917 2.2879 1.6741 0.6060 1.0122 1.3758

N 0.3643 1.2242 1.5512 1.1740 0.4104 0.7060 0.8910

40% 2N 0.3599 1.2077 1.4852 1.1647 0.3940 0.6958 0.8536
0.85N 0.5892 1.7597 2.0988 1.6153 0.5719 0.9744 1.3286

TABLE VI

MEAN, VARIANCE, MINIMUM, AND MAXIMUM OF 100 ESTIMATED
SCALES PRODUCED WITH DIFFERENT INITIALIZATION
FOR EACH TEXTURE EXAMPLE

@ | ® | © | @ | (e () (g
Mean 229 | 41.0 | 63.8 | 759 | 82.1 | 103.0 | 188.9
Variance 0.19 | 0.13 | 023 | 0.13 | 0.16 | 0.21 0.20

Minimum 24 42 66 78 83 105 191
Maximum 22 40 63 74 80 101 187

TABLE VII
SCALE ESTIMATES UNDER DIFFERENT 4 ON THE SEVEN TEXTURES

Al@I® [©]W@W]E ][ O | @
0.1 23 | 41 | 64 | 76 | 82 | 103 | 189
02 || 23 | 41 | 64 | 76 | 82 | 103 | 189
0.3 23 | 41 | 64 | 76 | 81 | 103 | 189
04 || 23 | 41 | 63 | 76 | 81 | 102 | 188

1) Performance With Different Starting Points: We use a
random dictionary for initialization. Experiments have been
conducted to evaluate how sensitive our algorithm is to
different starting points. For each texture in Fig. 6, we
randomly generate 100 different initial dictionaries, starting
from which we produce our results. Statistics are listed
in Table VI.

2) Parameter Setting: Two parameters A and u are allowed

Fig. 9. Inpainting results. First row: damaged images. Second row: inpaint-
ing results using our dictionaries. Third row: inpainting results using safe
dictionaries. Fourth row: inpainting using 15% smaller dictionaries.

example, in Fig. 6, the left most texture is apparently less
complex than the right most ones. So the dictionary size
should increase accordingly. In our experiments, we resize

texture images to 400 x 400 pixels. Patches in each image are
regularly sampled with size 16 x 16 in an overlapping manner.
We compare the resulting dictionary scales and conduct
inpainting to evaluate our method.

to vary in our method. We show how results are influenced
in Tables VII and VIII. These statistics manifest that our
method is not vastly sensitive to these parameters when they
are reasonably set and thus can use fixed values in general.
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TABLE VIII
SCALE ESTIMATES UNDER DIFFERENT y ON THE SEVEN TEXTURES

p @ ® O] @[] 0@
0.0005 23 41 65 77 83 104 189
0.001 23 41 64 76 82 103 189
0.002 23 41 64 76 82 103 189
0.004 23 41 64 76 82 103 189
0.008 23 41 63 76 81 103 188
0.016 23 40 62 75 81 102 | 188

TABLE IX
ESTIMATED DICTIONARY SCALES BY BDL AND OUR
METHOD ON THE SEVEN TEXTURES

(@ | () | © | d | @ | B | (@
SADL 23 41 64 76 82 | 103 | 189
BDL 198 | 211 | 230 | 212 | 241 | 237 | 244

3) Scale Adaption Evaluation: We apply our method to a set
of texture images in Fig. 6. Our experimental results manifest
the intuition that the left- and right-most dictionary sizes vary a
lot. For the simple brick texture, 23 basis vectors are enough
to describe structure variation, as shown in Fig. 7. For the
flower image, the texture has more details. Its dictionary size
accordingly increases to 76. Finally for the crowd texture,
although its resolution is small, the many details lead to
a dictionary with 189 atoms, complying with our visual
intuition. For each texture, we have 10, 000 training patches;
the average training time for each texture is 5.90 minutes.

In quantitative evaluation, we calculate and compare average
sparse reconstruction errors %ZLI Ix — Dﬁ||% for all the
patches. They are listed in Table V. They indicate that our
dictionaries are complete and their scales are close to the lower
bounds that the dictionaries need to be with.

We have also experimented with a larger-scale texture
dataset [20], which contains 25 texture classes and 40 samples
in each class. We index the texture class from 1 ~ 25 and
define 25 mix-texture class (MTC) sets where the i’" MTC set
includes all textures from class 1 ~ i — that is, the i MTC
is a subset of (i + 1)’ MTC. For each MTC, the number of
training patches is fixed to 50000; all texture classes contribute
equally to the samples. The estimated dictionary scales by
our method are shown in Table II. With the increase of patch
structure variety, our dictionary size grows from MTC 1 to 25
steadily.

The convergence is guaranteed in our method. In applying
patch-based dictionary learning to texture images, the energy
in Eq. (7) decreases quickly within a few iterations, as shown
in Fig. 8.

Non-parametric Bayesian dictionary learning (BDL) [10]
can also estimate the dictionary scale as a byproduct. It is
notable that the dictionary compactness cannot be guaranteed
in this method. We compare BDL with our SADL framework
on 7 textures on texture reconstruction based on dictionary
learning. The code of BDL is provided by the authors. Default
parameters are used. Initial atom number is set to 256. The
compared result is shown in Table IX. Our estimated dictio-
nary scales are much smaller. We also plot the reconstruction
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Fig. 10.  (a) Sparse reconstruction errors of our dictionaries and those of

BDL under the same sparsity degree on the left most brick texture in the seven
textures examples. (b) A dictionary learned by BDL for the brick texture.

(b)

Fig. 11.

(a)—(f) are six human action samples in [21].

errors for texture in Fig. 10(a). The reconstruction errors on
100 randomly selected patches are comparable. Fig. 10(b)
shows a resulting dictionary by BDL. Our method can achieve
smaller dictionary scale in comparison to BDL under compa-
rable error reconstruction.

4) Texture Inpainting: We visually compare the sparse
reconstruction results in texture inpainting using our dictionar-
ies and the safe dictionaries with double the number of atoms.
Reconstruction coefficients of the damaged texture patches are
computed via minimizing %Hm < (xi —=DB)II+ AlB; 11, where
m is a mask vector to indicate whether a pixel is missing or
not. The operator - is element-wise multiplication. The two
methods produce almost identical results, as shown in Fig. 9.
When using dictionaries with scale 85% of our estimated
ones [1], the results are worse.

C. Human Action Recognition

Sparse dictionary learning was used in human action recog-
nition [22]. We adopt the spatio-temporal interest point detec-
tor proposed by Dollar et al. [23]. The dense features are
extracted following the procedures in [22] and [23]. Then
samples of training and testing data are the extracted motion
dense features in the video interest points. For those color
dataset, we convert the RGB frame to gray scale one using
[24].

1) Scale Adaption Evaluation: Our goal is to learn a human
action dictionary from videos containing several actions. We
use the KTH dataset [21], containing six types of human
actions (walking, jogging, running, boxing, hand waving,
and hand clapping) in the outdoor and indoor environment.
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TABLE X
AVERAGE RECONSTRUCTION ERRORS FOR THE VIDEOS. THE CONFIGURATION IS THE SAME AS THAT IN TABLE V

Sparsity Scale Set 1 Set 2 Set 3 Set 4 Set 5 Set 6
N 4.4024 | 43508 | 4.4226 | 4.3875 | 4.7437 | 4.6660
10% 2N 43828 | 4.2855 | 43596 | 4.3037 | 4.5059 | 4.5944
0.85N | 5.5022 | 52941 | 5.3583 | 4.9569 | 5.6816 | 5.5166
N 3.9207 | 3.7306 | 3.7425 | 3.6357 | 4.0633 | 3.7027
20% 2N 3.8544 | 3.6324 | 3.5243 | 3.5579 | 3.9122 | 3.4536
0.85N | 45134 | 45975 | 4.4294 | 477406 | 4.7985 | 4.3366
N 3.1611 | 3.3353 | 3.1249 | 3.3639 | 3.8236 | 3.5409
40% 2N 3.1581 | 3.2992 | 3.0244 | 3.2593 | 3.6750 | 3.3797
0.85N | 3.8711 | 4.1526 | 3.9902 | 4.2405 | 4.5636 | 3.9535
TABLE XI TABLE XIIT
ESTIMATED DICTIONARY SCALES ON THE S1X MAV SETS RECOGNITION RATES
MAV Set 1 2 3 4 5 6 safe dictionary | 85%-dictionary ours
Estimated |D| 245 | 402 | 519 | 644 | 729 | 796 KTH 93.08% 87.83% 93.17%
Weizmann 92.10% 86.71% 92.05%
TABLE XII

ESTIMATED DICTIONARY SCALES BY BDL AND OUR
METHOD ON THE S1X MAV SETS

MAV set set 1 | set2 | set3 | set4d | set5 | set6
SADL 245 402 519 644 729 796
BDL 1067 | 1124 | 1349 | 1452 | 1556 | 1560

Traditionally, finding suitable dictionary scales need tryouts
in this task.

A few examples are shown in Fig. 11, selected from the 589
short sequences. We index the actions from 1 — 6. We define 6
mix-action video (MAV) sets similar to that for MTC: the i'"
MAV set includes all data for actions 1 ~ i. The estimated
dictionary scales using our method on the 6 MAV sets are
listed in Table XI. The tendency of increasing scales complies
with our understanding of information richness in the input
data. As the training set grows, scale increasing speed slows
down. It is because the added patches share some common
information with previous ones.

In quantitative evaluation, given learnt dictionary D, we
compare the average sparse reconstruction error % > lx—
Dﬁ||% for 1000 randomly selected motion features, where f;
is the i’ training sample x;’s sparse coefficients over D. The
sparse reconstruction errors are listed in Table X. They also
manifest that our results are complete and the estimated scales
are suitable.

We again compare BDL with our SADL framework. The
initial atom number for BDL is chosen as 2000 for MAV
dictionaries. We tabulate the result in Table XII. Our method
obtains more compact dictionaries.

2) Human Action Recognition: We implement the human
action recognition framework of [22], [25]. Following the
standard procedures, we compute an action descriptor z; by the
max pooling for the i'" video. yi € Y ={l1,..., L}is the label
for the i’ data. Then given the training data {z;,y;}, a linear
SVM is used to classify different human actions. We adopt
the Leave-One-Out scheme. Our experiments are conducted
on both the KTH dataset [21] and the Weizmann set [20].
The recognition accuracy using our learnt dictionaries, safe
dictionaries, and 85%-dictionaries is given in Table XIII. It is
noticeable that the recognition accuracy using our dictionary
and the safe one is very close. When the 85%-dictionaries are
used, the rates drop.

The detailed recognition accuracies on our learned dictio-
naries, “safe dictionary” and “85%-dictionary” are illustrate in
Fig. 12, represented by confusion matrices. Confusion matrix
is widely used in human action recognition to evaluate results
considering different actions. The element in the i"" row and
j™ column means the percentage of action i being classified
into action j. A good result is expected to have diagonal

elements close to 1.

D. Unusual Event Detection

We also demonstrate that unusual event detection can benefit
from our SADL method. This task needs to learn normal event
patterns. Then any incoming frame that is greatly deviated
from these normal patterns is labeled as unusual. Learning a
dictionary for each local region is a common choice. In our
experiment, we resize each frame to 120 x 160 pixels with
12 x 16 regular patches. So each patch is with 10 x 10 pixels.

Obviously, scales of dictionaries in different regions cannot
be identical, since normal event patterns vary from region to
region. We extract motion features following that of [26] and
learn a dictionary for each subregion. Unusual subregions are
those with the reconstruction error larger than a threshold (0.2
in our experiments). When the number of unusual subregions
in 3 consecutive frame exceeds 30, an unusual event is
detected. We test our method on two datasets, i.e., UCSD Ped1
dataset [27] and Subway dataset [28].

To demonstrate the scale adaption ability of our SADL
method, we report our learnt dictionary scales in different
subregions on the UCSD dataset in Fig. 13. In regions con-
taining tree structures, the motion pattern is mostly regular.
Therefore, a small dictionary is enough. On the contrary, the
road regions involve complex crowd motion, which requires
large dictionaries.

We compare our SADL with traditional dictionary
learning [9] that sets the same scale for all dictionaries for
different subregions. For fairness, we test setting a variety
of scales including 50, 100, 200, 400, and 800 for the
dictionaries. We report the results on the Subway dataset in
Table XIV. With automatic dictionary scale estimation, our
method runs faster and yields the more accurate detection
result. We also compare results on the UCSD Pedl Dataset.
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Recognition accuracy represented using confusion matrices. The first row is for the result in the KTH dataset; the second row shows the result

in the Weizmann dataset. In each confusion matrix, x-coordinate indexes ground truth action and y-coordinates are for different actions.(a) Our method.

(b) “Safe dictionary.” (c) “85%-dictionary.”
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Fig. 13.
scales in different subregions.

TABLE XIV

(a) Frame in the UCSD Pedl Dataset. (b) Reports learnt dictionary

True Positive Rate
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Fig. 14. ROC curve on the UCSD Pedl Dataset [27].

RESULT COMPARISON ON THE SUBWAY ENTRANCE VIDEO. “GT”

STANDS FOR GROUND TRUTH. “PDS” MEANS ALL

SUBREGIONS

HAVE THE SAME DICTIONARY SCALE. EVENTS INCLUDE WD

(WRONG DIRECTION), NP (NO PAYMENT), LT (L

II (IRREGULAR INTERACTIONS), ALL (SUM OF ALL
UNUSUAL CASES), AND FA (FALSE ALARM)

OITERING),

VI. CONCLUSION

We have presented a new model to automatically estimate
the dictionary size during learning. It involves Atom Indicator
Vectors (AIVs) to indicate if one basis is important or not
by evaluating the responses. The final function is solved by

approximating the novel dimension constraining term by a
Multivariate Moreau Proximal Indicator (MMPI) penalty. We
evaluate the effectiveness of our system using texture and
human action examples. They indicate that our estimated
dictionary scale is suitable. Our framework is general. It
could possibly benefit many image processing and computer

WD | NP | LT | I | misc | All | FA

GT 26 13 14 | 4 9 66 0
PDS = 50 20 7 12 | 4 7 50 | 27
PDS = 100 22 7 12 | 4 7 52 19
PDS = 200 21 8 11 4 7 51 11
PDS = 400 20 6 11 4 8 49 6
PDS = 800 20 7 10 | 4 7 48 5
Ours 23 9 12 | 4 8 56 5

correct scales.

We tune the threshold (number of unusual subregions) to plot

the ROC curve, given in Fig. 14.

These experiments show that scale adaptation for dictio-

nary learning is important. If the assigned

vision problems and helps save time and effort in finding

APPENDIX

Proof of Theorem 1: Assuming {D*, A*} is the optimal

scale is lower

than necessary, normal patterns may not be well represented,
resulting in more false alarms. On other hand, an overly
large dictionary may smoothly represent abnormal patterns,

increasing ambiguity. Note that hand-tuning these scales for

all regions is impossible.

where ¢ = Z;l:l{%HXiH%} and x =14 £

solution of Eq. (3), any two atoms d and d;; with I(a}) =1
and I(a}) = 1 must satisfy

nui?
Kp?’

I} — 35 > (20)

Vné
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Proof: The objective function for our model in Eq. (18)
consists of the following three parts, i.e.,

1 1
ExD, A) = — > {~IDe; — xi[13},
i=1

1 n
E,(D = - ill,
2D, A) = 2= fletill

i=1

k
E3(D, A) = u > 1@)).
j=l1
Here, E1(D, A) is the data fitting term, E> (A, D) is the sparse-
inducing term, and E3(A, D) is the dictionary scale penalty
term.
Suppose {D*, A*} is an optimal solution. We can construct
another solution {D*, AT} as

21

ai, taf, if j=u
“i+j: 0 if j=0 Vi=1,...,n. (22)
of otherwise

iJ
We discuss the relationship between {D*, A*} and {D*, A*}

with regard to the above three terms respectively. For the data
fitting term, we have

1 n
E\D*, A") = - 3 (IR +of, &} +af, di 15}, (23)
i=1

where R; = ZjeQ al’.kjd;f—xi, and Q is the index set excluding
u and v. Moreover, Eq. (23) is equivalent to
E1(D*, A%)

1 n
= 2 D IR + (o], + o)A} +af, (@ —dDI3). (24)
i=1

Given vectors a and b, the following inequality holds.
la+bl3 > llall3 — IbI3 — 2lla+bl2lbll2.  (25)

We can derive an inequality from the above three equations,
written as

1
E|(D*, A*) > E;(D*, A") — Ena:n%ndz —d:3
1 n
== 2 lal ] VE(D*, AN - d) — .
i=1
(26)

Given || - ||; an element-wise operator, the sparse term can be
written as

E>(D*, A%

1 .
= el = 2= @l
i=1 j=1

o s o
A;{Z AR A T
jeQ
S CATRA CA TR CARS-A TS
L _
= Ex(D%, A + 2 (@l + 1@ I

—[l@y + &1} > E2(D*, AT)

27)

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 23, NO. 2, FEBRUARY 2014

since the norm operator satisfies the triangle inequality

@ulls + ll&s 11 > [t + a1 (28)
For the dictionary size penalty term, we have
k

> 1@)H=y_1@;) + L@, +a,)+1@,)+1@,) — 1@, +a).
j=1 jeQ
We thus can write
E3(D*, AY)

= E3(D*, A") + p((@,) + 1(@) — 1@ +&u))

> E3(D*, A%) + u. (29)

since df and d; are selected as output dictionary atoms, it is
natural that I(a,) = I(a,) = 1, making

I(&U) + I(&u) - I(&U + &u) > 1~ (30)
Combining Egs. 26, 27 and 29, we obtain
1
E(D*, A") = E(D*, A") + p = (1@ 13]ld; — a7l
1 n
== 2 laf, ] VE(D, AN - dy — . 31)
i=1

As {A*, D*} is the optimum solution, it holds that E(D*, A*)—
E(D*, AT) < 0. Hence, we have
e 13 11d;; — df 13 + 20l 11/ Er (D%, A%)[[df — dlla>2np.
(32)
Eq. (32) involves both ||d} —dl”j||§ and ||d} —d||,. We simplify
it by computing the upper bound of ||d} — d¥|> as
Id;; —dyll2 < lldj 2+ Id) [l =2

— |ld; — d; 13 < 2/d; - dl2 (33)
Therefore, Eq. (32) can be reformulated as

(@13 + VEID*, A @il Id — il > nu.  (34)

What we need to do now is to estimate upper bounds of ||e; ||%,
loc|ly and E;(D*, A*). Further, there are two inequalities
expressed as

%Z {%lez-llﬁ} = E(D*, 0) > E(D*, A%)
i=1

A Ao
> E»(D*, A%) > ;H“;”l > ;IlOCZHz, (35)

1l
=3 {5113} = E®@",0) = E@*, 4% = E10*, A",
n o 2

(36)

where 0 is the matrix whose elements are all zeros. Combining
Egs. 32, 35 and 36, we get

2
f—2+§\/g)nd: —djl2 = nu, 37
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where ¢ = >"" | {21 [13}. It further leads to
2

xnl
I — djll2 > pe

where ¢ = Z,’-’:l{%llxl-llﬁ} and x = 1/(1+ JZ?)'

L. (38)

ACKNOWLEDGMENT

This work is supported by a grant from the Research Grants
Council of the Hong Kong SAR (project No. 413110) and by
NSF of China (key project No. 61133009).

REFERENCES

[1]1 E. Michael and A. Micha, “K-SVD: An algorithm for designing over-
complete dictionaries for sparse representation,” IEEE Trans. Image
Process., vol. 54, no. 11, pp. 4311-4322, Nov. 2006.

[2] G. Peyré, “Sparse modeling of textures,” J. Math. Imag. Vis., vol. 34,
no. 1, pp. 17-31, 2009.

[3] T. Ivana and F. Pascal, “Dictionary learning for stereo image repre-
sentation,” IEEE Trans. Image Process., vol. 20, no. 4, pp. 921-934,
Apr. 2011.

[4] E. Michael and A. Michal, “Image denoising via sparse and redundant
representations over learned dictionaries,” IEEE Trans. Image Process.,
vol. 15, no. 12, pp. 3736-3745, Dec. 2006.

[5] J. Shi, X. Ren, G. Dai, J. Wang, and Z. Zhang, “A non-convex relaxation

approach to sparse dictionary learning,” in Proc. IEEE Conf. CVPR,

Jun. 2011, pp. 1809-1816.

Y. Jianchao, W. John, H. Thomas, and Y. Ma, “Image super-resolution

via sparse representation,” IEEE Trans. Image Process., vol. 19, no. 11,

pp- 2861-2873, Nov. 2010.

[7]1 C. Lu, J. Shi, and J. Jia, “Abnormal event detection at 150 FPS in
MATLAB,” in Proc. ICCV, 2013.

[6

=

[8] C. Lu, J. Shi, and J. Jia, “Online robust dictionary learning,” in Proc.
IEEE Conf. CVPR, 2013.
[9] J. Mairal, F. Bach, J. Ponce, and G. Sapiro, “Online learning for matrix

factorization and sparse coding,” J. Mach. Learn. Res., vol. 11, no. 1,
pp. 19-60, 2010.

[10] M. Zhou, H. Chen, P. John, L. Ren, S. Guillermo, and C. Lawrence,

“Non-parametric Bayesian dictionary learning for sparse image rep-

resentations,” in Advances in Neural Information Processing Systems.

Cambridge, MA, USA: MIT Press, 2009.

I. Ramirez and G. Sapiro, “An MDL framework for sparse coding

and dictionary learning,” IEEE Trans. Signal Process., vol. 60, no. 6,

pp- 2913-2927, Jun. 2012.

B. Christopher, Pattern Recognition and Machine Learning. New York,

NY, USA: Springer-Verlag, 2006.

S. F. Cotter, B. D. Rao, K. Engan, and K. Kreutz-Delgado, “Sparse

solutions to linear inverse problems with multiple measurement vectors,”

IEEE Trans. Image Process., vol. 53, no. 7, pp. 2477-2488, Jul. 2005.

[14] M. Yang, L. Zhang, X. Feng, and D. Zhang, “Fisher discrimination
dictionary learning for sparse representation,” in Proc. IEEE ICCV,
Nov. 2011, pp. 543-550.

[15] A. Pierre, M. Olivier, and R. Tyrrell, Nonsmooth Mechanics and
Analysis: Theoretical and Numerical Advances, vol. 12. New York, NY,
USA: Springer-Verlag, 2006.

[16] A. Michal and E. Michael, “Sparse and redundant modeling of image
content using an image-signature-dictionary,” SIAM J. Imag. Sci., vol. 1,
no. 3, pp. 228-247, 2008.

[17] A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding

algorithm for linear inverse problems,” SIAM J. Imag. Sci., vol. 2, no. 1,

pp. 183-202, 2009.

C. Antonio, P. Patrick, and T. Kentaro, “Region filling and object

removal by exemplar-based image inpainting,” IEEE Trans. Image

Process., vol. 13, no. 9, pp. 1200-1212, Sep. 2004.

[19] P. Nikos and D. Rachid, “Geodesic active regions and level set methods
for supervised texture segmentation,” Int. J. Comput. Vis., vol. 46, no. 3,
pp. 223-247, 2002.

[11]

[12]

(13]

[18]

847

[20] M. Blank, L. Gorelick, E. Shechtman, M. Irani, and R. Basri, “Actions

as space-time shapes,” in Proc. ICCV, vol. 2. 2005, pp. 1395-1402.

S. Christian, L. Ivan, and C. Barbara, “Recognizing human actions:

A local SVM approach,” in Proc. 17th ICPR, Aug. 2004, pp. 32-36.

C. Liu, Y. Yang, and Y. Chen, “Constructing visual vocabularies using

sparse coding for action recognition,” in Proc. ICIECS, Dec. 2009,

pp. 1-4.

[23] P. Dollar, V. Rabaud, G. Cottrell, and S. Belongie, “Behavior recognition

via sparse spatio-temporal features,” in Proc. IEEE Int. Workshop Vis.

Surveill. Perform. Evaluat. Track., Oct. 2005, pp. 65-72.

C. Lu, L. Xu, and J. Jia, “Contrast preserving decolorization,” in Proc.

IEEE ICCP, Apr. 2012, pp. 1-7.

[25] J. Yang, K. Yu, Y. Gong, and T. Huang, “Linear spatial pyramid
matching using sparse coding for image classification,” in Proc. [EEE
Conf. CVPR, Jun. 2009, pp. 1794-1801.

[26] N. J. Carlos, H. Wang, and F.-F. Li, “Unsupervised learning of human

action categories using spatial-temporal words,” Int. J. Comput. Vis.,

vol. 79, no. 3, pp. 299-318, 2008.

R. Mehran, A. Oyama, and M. Shah, “Abnormal crowd behavior detec-

tion using social force model,” in Proc. IEEE Conf. CVPR, Jun. 2009,

pp- 935-942.

A. Amit, R. Ehud, S. Ilan, and R. Daviv, “Robust real-time unusual event

detection using multiple fixed-location monitors,” IEEE Trans. Pattern

Anal. Mach. Intell., vol. 30, no. 3, pp. 555-560, Mar. 2008.

[21]

[22]

[24]

[27]

[28]

Cewu Lu received the BS and MS degrees from
Chongqing University of Posts and Telecommunica-
tions and Graduate University of Chinese Academy
of Sciences in 2006 and 2009 respectively, and
the PhD degree in 2013 in computer science and
engineering from the Chinese University of Hong
Kong. He is currently a research fellow at the
Hong Kong University of Science and Technology.
He received of the best paper award of NPAR
2012 and served as reviewers for several major
computer vision and graphics conferences and jour-
nals. His research interests include activity recognition, dictionary learning,
image/video processing. He is a member of the IEEE.

Jianping Shi received the BS degree in computer
science and engineering from Zhejiang University,
China in 2011. She is now pursuing her PhD
degree in the Chinese University of Hong Kong.
She received the Hong Kong PhD Fellowship and
Microsoft Research Asia Fellowship Award in 2011
and 2013 respectively. Her research interests include
in computer vision and machine learning. She is a
member of the IEEE.

Jiaya Jia received the PhD degree in Computer
Science from Hong Kong University of Science and
Technology in 2004 and is currently an associate
professor in Department of Computer Science and
Engineering at the Chinese University of Hong Kong
(CUHK). He was a visiting scholar at Microsoft
Research Asia from March 2004 to August 2005 and
conducted collaborative research at Adobe Systems
in 2007. He heads the research group in CUHK,
focusing specifically on computational photogra-
phy, 3D reconstruction, practical optimization, and
motion estimation. He currently serves as an associate editor for the IEEE
Transactions on Pattern Analysis and Machine Intelligence (TPAMI) and
served as an area chair for ICCV 2011 and ICCV 2013. He was on the
program committees of several major conferences, including ICCV, ECCYV,
ICCP, and CVPR, and co-chaired the Workshop on Interactive Computer
Vision, in conjunction with ICCV 2007. He received the Young Researcher
Award 2008 and Research Excellence Award 2009 from CUHK. He is a senior
member of the IEEE.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


