
Abstract 

Traditional vision-based 3-D motion estimation algorithms 
for robots require given or calculated 3-D models while the 
motion is being tracked. We propose a high-speed 
extended-Kalman-filter-based approach that recovers position 
and orientation from stereo image sequences without prior 
knowledge as well as the procedure for the reconstruction of 3-D 
structures. Empowered by the use of the trifocal tensor, the 
computation step of 3-D models can be eliminated. The 
algorithm is thus more flexible and can be applied to a wide 
range of domains. The twist motion model is also adopted to 
parameterize the 3-D motion such that the motion 
representation in the proposed algorithm is robust and minimal. 
As the number of parameters to be estimated is reduced, our 
algorithm is more efficient, stable and accurate compared to 
traditional approaches. The proposed method has been verified 
using a real image sequence with ground truth.

1. Introduction
One of the most important elements for robot vision is 

the estimation of position and orientation (pose). 
Traditional pose estimation algorithms that are useful for 
robotic applications such as visual servoing and 
localization are classified into two major streams. 
Model-based approaches, in which the exact 3-D structure 
of the object being tracked must be known, have been 
widely adopted in the past decade [19] [20] [26]. High 
accuracy can be achieved with the model-based methods 
but they are confined to be used under a controlled 
environment. The second class of approaches take the 
advantages of the structure from motion (SFM) algorithms 
in the computer vision community [3] [10] [17] [25]. As a 
relatively large number of parameters are estimated in a 
recursive fashion, this class of algorithms is less accurate 
and stable than the former ones. Usually, prior information 
[4] or measurements from different types of sensors, such 
as accelerometer [9], are incorporated to improve the 
robustness. In this paper, a novel pose tracking algorithm 
designed for robot vision is presented. The proposed 
approach is unique in a way that pose information can be 
recovered directly from stereo image sequences without the 

step of reconstructing the 3-D models. It is as accurate, fast 
and stable as the model-based approaches and its 
application domain is as wide as the SFM algorithms.  

1.1. Related work 
SFM approaches, such as multiple view geometry [13], 

factorization [15] and bundle adjustment [14][16], compute 
structure and motion in a batch. As a number of images are 
required to be considered at one time, these methods suffer 
from a certain degree of latency and are less suitable for 
interactive applications like visual servoing in robotics. 
SFM-based pose tracking algorithms with high-speed and 
low latency [1] [2] [3] [4] [5] [6] [7] [8] [9] rely on the use 
of Kalman filters [11]. Broida et. al. [3] applied a single full 
covariance iterated extended Kalman filter to recover the 
structure and pose of an object. Azarbayejani and Pentland 
[2] extended the previous work [3] to recover the focal 
length of the camera in addition to the pose and structure 
using an extended Kalman filter (EKF). Also, the 3-D 
structure is represented by one parameter per point. Yu et. 
al. [6] decoupled the full covariance EKF such that the 
computation of pose and structure is interleaved. They then 
extended their work by adding the Interacting Multiple 
Model into the original formulation [7]. Soatto et. al. [18] 
applied the essential constraint in epipolar geometry to 
Kalman-filter-based motion estimation so that the pose 
sequence can be computed directly from images. However, 
the essential matrix becomes degenerate under some 
commonly appeared motions in real-life [13]. Therefore, 
Yu et. al. [8] employed the trifocal constraint to tackle the 
problem. Similar techniques in SFM have also been applied 
to simultaneous localization and map-building for robot 
navigation. The system in [4] uses an active stereo head to 
acquire image features and the recovered motion is 
constrained to translation on the x-z plane and rotation on 
the pitch angle. Constraints on the motion are relaxed in [9] 
so that localization on undulating terrain is possible. The 
navigation of the robot is assisted with the use of roll/pitch 
sensor via an accelerometer sensory mechanism. 
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1.2. Advantages of the proposed algorithm 
The objective of this article is to present a high-speed, 

accurate and stable SFM-based pose tracking algorithm 
without the assistance of odometer or accelerometer. The 
major advantages of our approach are summarized as 
follows: 

Recovery of pose without the explicit reconstruction 
of 3-D models. Neither known 3-D structure nor its 
computation is required while recovering the pose 
information from stereo image sequences in the proposed 
algorithm. Such a characteristic is achieved by the use of 
the trifocal tensor [13] in the Kalman filtering formulation. 
Without handling the 3-D models in the filter, the values 
that are required to be computed in each filtering cycle are 
limited to the six velocity parameters of the pose only. The 
number of parameters is as small as the model-based pose 
estimation method.  

Application of the twist motion model in the trifocal 
tensor. The twist motion model [22] is used to keep track 
of the pose information, in company with the trifocal tensor 
and  EKF. Compared to the other representation of the pose, 
such as the direct use of the matrix (12 parameters) or 
translation plus quaternion (7 parameters), the twist motion 
model having a total of 6 parameters is minimal. Euler 
angles and translation vector, which also have 6 elements, 
can be used to represent the 3-D pose. However, such a 
parameterization suffers from singularities. The use of the 
twist motion model to encode the 3-D motion in our 
algorithm is robust and minimal. 

High accuracy and computation efficiency. The 
proposed approach makes use of one EKF that estimates 
the 3-D motion based on a 16  state vector. The traditional 
recursive approaches for the SFM problem, for example the 
one in [2], compute the pose from an image sequence with a 
more complex EKF based on a 1)7(N  state vector, 
where N is the number of point features input to the filter. 
The computation speed of our method is higher than that of 
the traditional EKFs since the sizes of the matrices involved 
in the filtering process are smaller.  

As the proposed algorithm makes use of the trifocal 
constraint [13], which is a constraint in the imaging system, 
in addition to the dynamic system constraint in the EKF, its 
estimation accuracy has been improved. It is shown in the 
experiment that our approach has a better overall 
performance than other existing methods [2] [6]. The 
proposed approach has been tested using a real image 
sequence and the result is accurate compared to the ground 
truth. 

Fig. 1. The geometric model used in this article.

2. Problem Modeling 

2.1. The imaging system 
Fig. 1 shows the geometric model of the imaging system. 

The relationship between a point in the 3-D structure and its 
projection on the left and right image plane are expressed 
respectively as 
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the mth model point with respect to the world coordinate 
frame. K is a 33  matrix that encodes the intrinsic 
parameters of a camera and is in the form of 
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where f is the focal length. T
yx oo ][  and T

yx ss ][  are 

the coordinates of the image center and the effective size of 
a pixel, respectively. For simplicity, the two cameras used 
in our stereo system are assumed to be identical. E is a 43
matrix representing the rigid transformation between the 
two cameras. K and E are fixed and can be found in the 
camera calibration process [23]. tM  is a 44  matrix that 
transforms the 3-D structure from the world frame to the 
reference camera at time instance t and can be written as 

1000
tt

t
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where tR  is a 33  rotation matrix and tT  is a 13
translation vector. Mt has 6 degrees of freedom. The actual 
image coordinates T

tmtmtm vup ],[ ,,,
 on the left view and 

T
tmtmtm vup ]','[' ,,,

 on the right view are respectively given 

by 
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Fig. 2. An outline of the proposed pose tracking algorithm. 
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2.2. The twist motion model 
Twist is used to parameterize the 3-D pose in our 

Kalman-filter-based pose tracking algorithm. By definition, 
a twist can be expressed either as 1) a 6-dimensional vector 
denoted by t  or 2) a 44  matrix denoted by t
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xt, yt and zt are respectively the translations in the x, y and 
z direction. ttt ,,  are respectively the rotations about 
the x, y and z axis. More details on the geometric 
interpretation of twist can be found in [22]. With the 
exponential map, a twist can be related to the conventional 
rigid transformation matrix Mt in (1) 
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The twist t , or equivalently the matrix Mt, encodes the 
pose information. The objective of the proposed pose 
tracking algorithm is to compute the object motion, i.e. t

and Mt, at each time-step recursively given only the image 
measurements 

tmp ,
 and 

tmp ,'

3.  An outline of the algorithm 

3.1. Feature tracking and extraction 
Fig. 2 is an outline of the proposed pose tracking 

algorithm. The Kanade-Lucas-Tomasi (KLT) tracker 
described in [12] is used to extract feature points and track 
them in the images. We assume that the point features 

extracted by the tracker are contaminated only by Gaussian 
noise. The features from the left and the right image 
sequences are tracked independently. Their stereo 
correspondences are setup afterwards. Such a scheme 
allows outliers to be filtered off, since mis-tracked points in 
one image are unable to have correspondences in the 
complementary image of the stereo pair. 

3.2. Setting up stereo correspondences 
Features extracted from the stereo image pair are 

matched with each other in each time-step. To setup the 
stereo correspondences, we require that the configuration 
of the stereo system, i.e. the extrinsic parameters E, is 
known and this can be achieved by calibrating the pair of 
cameras using the tools in [23]. In practice, the relative 
position and orientation of the two cameras may be 
adjusted according to the actual situation. It is not so 
convenient to compute E using a calibration pattern every 
time after adjustment.  

Another way to find point matches in a stereo pair is by 
estimating the fundamental matrix F directly from the 
features extracted. In our implementation, F is computed 
while stereo matching is performed. Features on the left 
and right images are first matched putatively based on their 
normalized correlations. The initially matched points are 
then used to calculate F by the eight-point algorithm [13], 
together with the Random Sample Concensus (RANSAC) 
robust estimator [21].  

With F, a guided search on the stereo correspondences 
can be performed. In short, the distance between the mth

point in the right view and the epipolar line of the nth point 
in the left view is 
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The pair of points having the smallest nmD ,
 and the 

highest correlation value is considered as a match. The set 
of newly acquired matches can be used to improve the 
accuracy of F until no more matches can be found. This 
procedure is known as iterative improvement and readers 
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can refer to [24] for details. As the intrinsic parameters K of 
the cameras are known, the required extrinsic parameters E
of the stereo system can be computed from F according to 
[13]. 

Since we assume that the cameras are fixed while 
operating, the computation of F is required only in the 
initialization. For all the image pairs at time-step t >1, 
correspondences are found simply using the guided search 
mentioned before. The refinement of F is not necessary. 
The time taken for such guided search is fast and feasible 
for real-time implementation. 

3.3. Pose tracking 
The extended Kalman filter (EKF), in company with the 

trifocal tensor, are used to estimate the pose of an object in 
the image sequences. The EKF models the dynamics of an 
object as acceleration having a zero-mean Gaussian value. 
The trifocal tensor constrains the 2-D positions of the point 
features in every three views in the measurement model. 
Two tensors are required and they are applied as follows. 
The first stereo image pair in an image sequence is set as the 
base pairs. They constitute the first two views of the two 
trifocal tensors. The third view that builds up the first 
trifocal tensor  is the image captured by the left camera at 
time-step t. Similarly, the third view for the second tensor 

'  is the image taken by the right camera at time-step t. A 
graphical illustration of the arrangement is shown in Fig. 3. 

Fig. 3. An illustration of the application of trifocal 
tensors in the stereo system. The first tensor 
involves points pm,1, p’m,1 and pm,t. The second tensor 

'  involves points pm,1, p’m,1 and p’m,t.

In real situations, features may disappear due to 
occlusion and new features may appear when the 
environmental conditions change. Measures are taken to 
deal with the changes of the set of observable feature points. 
Feature points that can be observed from the set of four 
views related by the two trifocal tensors are input to the 
EKF as the measurements. If the number of available point 
features is below 7, the views at the current time-step will 
be set as the new base frame pair and the tracker will be 

bootstrapped. With 7 or more point correspondences across 
3 views, the trifocal constraint is able to characterize the 
rigid motion of the camera. Note that the fundamental 
matrix F for matching stereo correspondences is not 
required to be re-computed as the relative pose of the stereo 
pair is unchanged throughout the sequence. The treatments 
in handling occlusions and new point features are relatively 
simple compared to the existing SFM algorithms. 

4. Pose tracking using the extended Kalman 
filter and trifocal tensors 

At each Kalman filtering cycle of our algorithm, the EKF 
estimates the velocity of the target object at the current 
time-step. For the clarity of the presentation, it is assumed 
that the point features are observable in the whole stereo 
image sequence so that resetting of the base frame pair is 
not considered in this section. The formulation of our EKF 
is as follows. The state vector t  is defined as: 

T
ttttttt zyx     (8) 

ttt zyx ,,  are the translational velocities of object along 
the x, y and z axis, respectively. ttt ,,  are respectively 
the angular velocities of object rotation on the x, y and z
axis. The dynamic system equations of the filter are as 
follows: 

)exp(1 ttt MM            

ttt 1
          (9) 

The acceleration is modeled as zero-mean Gaussian 
noise t  in the EKF. Assuming that the sampling rate of the 
measurements is high, the motion of the object between the 
successive images in a sequence is small and so do the 
values of the terms in the velocity vector t . The 
exponential map of t  in (6) can be approximated by the 
first order Taylor expansion such that  

)
~

(1 ttt IMM        (10) 

where t

~
 is the matrix form of t . The measurement 

model, which relates the pose 
tM  and the measurements 

t

acquired from the pair of stereo cameras, is defined as: 
tttt vMg )(         (11) 

where tv  is a 14N  vector representing zero-mean 
Gaussian noise imposed on the images captured. Here N is 
the number of point features extracted from the object 
being tracked. )( tt Mg  is the 14N -output trifocal tensor 
point transfer function. Using the image measurements 
from the first stereo image pair in the sequence, the pose 
information Mt, together with the extrinsic parameters of 
the stereo rig E, the estimated coordinates of the feature 
points at current time t can be computed as: 
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The above equations are written in tensor notation. 
tmU ,

and 
tmU ,'  are respectively the normalized homogenous 

form of tmp ,
 and 

tmp ,' such that T
tmtmtmtm wvuU ,,,,

T
tmtm fvfu 1// ,,

 and T
tmtm

T
tmtmtmtm fvfuwvuU 1/'/''''' ,,,,,,

.

 and '  are known as the trifocal tensor, which 
encapsulates the geometric relations among three views 
[13]. The trifocal tensor is analogous to the essential matrix, 
which is the intrinsic geometry relating two views. By 
definition, corresponding points in three views, for 
example 

1,mp ,
1,'mp  and 

tmp ,
, have the following relation: 

33,1,1, 0][)]([]'[ tmi i
i

mm UUU     (13) 

With the normalization of the 2-D coordinates,  and 
'  can be expressed in tensor notation as: 
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j
ia , j

ia'  and j
ia" are respectively the elements of the 

upper 43  component of the rigid transformation matrix 
Mt, the extrinsic parameters E of the stereo system and the 
matrix product EMt such that ][]0[ 1333

j
it aMI ,

]'[ j
iaE  and ]"[ j

it aEM . In (12), ml'  is a line passing 
through the mth feature point in the 1st image of the right 
view, i.e 

1,'mp , and is computed as 
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where 12e  is an estimate of the epipole observed from the 
right camera and is calculated in the initialization step. ml '
is constructed first by finding the epipolar line ml '  through 
the coordinates 

1,'mU . Then ml '  is joining 
1,'mU  and 

perpendicular to the epipolar line.  
According to the dynamic system (9) and measurement 

model (11), the core Kalman filtering equations can be 
derived. The prediction equations for calculating the 
optimal estimates are 

ttttt

tttt

QPP 1,11,

1,11,
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       (16) 

The update equations for the corrections of estimates are 
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1,
ˆ

tt
 and 

tt ,
ˆ  are the estimates of state 

t
 after prediction 

and update, respectively. 
1,ttP  and 

ttP ,
 are 66  matrices, 

which are respectively the covariances of 
1,

ˆ
tt

 and 
tt ,

ˆ .
tC

and tQ  are the covariances of the  noise terms t  and t ,
respectively. W is the N46  Kalman gain matrix for the 
filter. Mg  is the Jacobian of the non-linear observation 

equation )( tt Mg  evaluated at 
1,

ˆ
tt

.

5. Experiments and results 

5.1. The synthetic data experiment 
A synthetic structure with 150 random feature points was 

generated. The motion of the object was composed of three 
different segments, a pure translation section, a pure 
rotation section and a mixed motion section. The motion 
parameters were generated randomly from 0.2 to 1.2 
degrees per frame for each rotation angle and 0.005 to 
0.015 meters per frame for each translation parameter. The 
camera had a 2-D zero-mean Gaussian noise of 1 pixel 
standard deviation. The length of each synthetic sequence 
was 99 frames. In the simulation, the two cameras in the 
stereo system were placed 0.05m apart. They were pointing 
towards the positive direction of the z-axis.  

The proposed algorithms, the EKF by Azarbayejani and 

TABLE I
A SUMMARY OF THE ALGORITHM PERFORMANCE

 Our approach Azarbayejani’s EKF Yu’s 2-step EKF

The time required to process an extra image  0.130s 0.150s 0.061s 
The average percentage of the accumulated total rotation error 
(Diverged cases excluded) 

1.7837% 5.1451% 9.5453% 

The average percentage of  the accumulated total translation error 
(Diverged cases excluded) 

2.1181% 11.866% 12.293% 

The percentage of convergence  100% 88% 86% 

A table showing a summary of the performance of the 3 algorithms under comparison. 
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Pentland [2] and the 2-step EKF by Yu et. al. [6] were 
implemented in Matlab and run on a Pentium IV 2GHz 
machine to estimate the camera motion. A total of 50 
independent tests were carried out. To make a fair 
comparison, the number of measurements input to the 
EKFs was equal. It means that our approach only made use 
of 75, instead of 150, point features, resulting in 150 
measurements from a pair of stereo images. 

Table I summarizes the overall performance of the three 
algorithms. The first row shows the computation time 
needed to recover the camera motion when images were 
sequentially input to the EKFs. Our algorithm had a higher 
speed than the full covariance EKF by Azarbayejani and 
Pentland but lower than that of the 2-step EKF by Yu et. al..
The reason is that the 2-step EKF is decoupled, which is 
actually a tradeoff between speed and accuracy. The second 
and the third rows are the average percentages of the 
accumulated total rotation and translation error. The total 
rotation error is defined as the difference between the actual 
and the recovered angle in the axis-angle representation. 
The total translation error is the magnitude of the difference 
between the recovered translation and the actual one. The 
average accumulated errors were computed by first 
summing up the corresponding pose parameter errors of all 
the image frames. They were then divided by the number of 
frames in the sequence and the averages of all the test cases 
were taken. The errors were finally expressed in terms of 
percentages. Our algorithm reduced the errors by at least 
60% and 80% for rotation and translation, respectively. The 
fourth row lists the percentages of convergence of the 
algorithms, which can be regarded as an indicator of the 
algorithm stability. Our method was the most stable under 
the experimental conditions. 

5.2. The real image experiment 
An experiment using real scene images was also 

performed. A stereo image sequence with ground truth was 
used to test the proposed approach. The sequence was taken 
by a robot moving along a zigzag path on the floor. The 
length of the image sequence was 115 frames. Some 
samples of the images in the sequence are shown in Fig. 4. 
Fig. 5 are the results of pose tracking. In the tracking 
process, the number of point features that was able to setup 
stereo correspondences in an image pair ranged from 15 to 
70. The recovered pose was compared with the ground 
truth, which is indicated by the line with square markers. It 
was accurate compared to the real values.  More results can 
be found at http://www.cse.cuhk.edu.hk/~khwong/demo/ 

Fig. 4. Some samples of the pictures in the stereo 
image sequence. The 1st row: The 35th image pair. 
The 2nd row: The last (115th) image pair. 

Fig. 5. A comparison of the pose recovered from the 
real stereo image sequence with the ground truth. 
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6. Conclusion 
A novel EKF-based pose tracking algorithm based on 
stereo vision is proposed in this article. With the trifocal 
tensor, pose estimation no longer depends on the 3-D 
structure and updating of the structure is not necessary 
while estimating the pose. Outlying point features in the 
images are removed in the guided search when the stereo 
correspondences are setup. The twist motion model is 
adopted to make the motion representation robust and 
minimal. The proposed approach has a high performance in 
speed, accuracy, stability, together with a simple procedure 
to handle the changeable set of point features. Even so the 
application domain is not sacrificed and the full covariance 
nature of an EKF-based SFM algorithm, in which the 
recovery of the pose and the 3-D structure are fully coupled, 
is kept implicitly. Experimental results show that our 
approach had a better overall performance than the other 
EKF-based SFM methods. The results of pose tracking 
using real images were accurate compared to the ground 
truth. We believe that the design of the proposed algorithm 
can satisfy the requirements of robotic applications like 
visual servoing and localization. 
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