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Abstract.
meeting scheduling. In such a multi-agent system, eacht ages
on behalf of a user. For each user the meeting schedulindgonab
modeled by a fuzzy constraint satisfaction problem, andogoizat-
ment is made by negotiations among agents. A negotiatiocepro
dure concerns with two key components: the protocol for mizjag
negotiations among agents, and the operator for fusingtsigedi-
vidual evaluations for a feasible time slot. In particulse propose
a kind of selfish protocol, and present an axiomatic fram&vior
fusion operators. In addition, a meeting scheduling exarigpused
to illustrate the proposed methodology.

keywords: Scheduling, Constraint Satisfaction, Multi-Agent Sys-
tems, Distributed Al, Uncertainty in Al.

1 Introduction

A meeting scheduling task usually requires a lot of effontsdm-
munication and negotiation among attendants since theyhaeay
different timetables, constraints and preferences. Iftdis& is done
manually, a great deal of human resources have to be pourtdin
fortunately, the result may still be unsatisfactory, esécin the
case where a meeting involves a lot of attendants and cartstra
Since suchtasks always follow similar routines in theirisien mak-
ing processes, itis possible to develop computer systemtisigkind
of tasks with manual involvement as little as possible. Thatten-
dants simply need to feed their timetable, constraints agfépences
into a computer system, and then the system automaticakg sren
appointment among attendants for a meeting.

Initial meeting scheduling systems usually used centdliap-
proaches, in which all users’ information are collected pratessed
in batch mode. Recent systems adopt an agent-based appineeh
agents [1], 1) allow users to focus on more productive tagks,
can solve the problem without users’ guidance; 2) can actismp
tasks through cooperation among agents; 3) can improveutkyq
of information processing by preventing errors perhapsdiee te-
dious nature of such tasks; 4) can take into account any ewragy
agent’s need dynamically; and 5) allow users to keep th&iapies.

In our multi-agent system for meeting scheduling, each tcgm
act on behalf of a user and hold the user’s information necgssr
scheduling meeting®.g. available time slots, constraints and pref-
erences. Such pieces of information are modeled by fuzzgtraint
satisfaction problems (FCSPs) [13, 5]. When a user wantesb &
meeting with other users, the user just needs to run thespmnal-
ing agent, which negotiates with the agents acting on belfiather
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This paper develops an agent-based methodology foconcerned users. During the negotiation procedure, thierva key

components: 1) a protocol used to organize the negotiadioth 2) a
fusion operator used to aggregate all agents’ individualuations
for a feasible time slot for a meeting. Main characteristiowr pro-
tocol is that during negotiation each agent tries to maxéntiinter-
est, and so we call the protocol selfish protocol.

Although there have been some works which link meeting sched
ule problems to constraint satisfaction problems and ragiént sys-
tems, they are different from ours here. First, the issueusinfy
agents’ individual evaluations for a feasible time slot lim@st ig-
nored. Instead, this paper addresses the issue. In factiggests an
axiomatic framework for fusion operations, and discus# tben-
struction. Although a sort of fusion operator is also inealvin
[14, 6], they are just some specific operators rather thaxiametic
framework. In addition, unlike our setting, they do not petights of
agents into account when fusing. Second, according to fE8¢on-
straints techniques are necessary for this sort of prohleotsnot
many researchers handle this sort of problems by using remist
techniques, especially by fuzzy constraint techniques 1% 5].
For example, [6, 7, 2, 14, 8] do not handle the problems by con-
straint techniques. In [18, 17], the constraint technicradiser than
fuzzy constraint techniques are used. While this paper fuszy
constraint techniques to handle the problem. The convesitimon-
straint techniques provides an elegant way to formulatélpros
with hard constraints which can never be violated. Howeneral-
life, this is sometimes inflexible. Thus, various effortsvédeen
made for equipping conventional constraint technique witft con-
straints which can partially be violated. One of them isddtrcing
the concept of fuzzy constraint satisfaction [16, 13, 5]irdhour
protocol is different from the previous onesd.in [17, 2]) mainly
in that through ours an optimum appointment can be made kut no
through theirs. In [6], Garridet al. just implements a simplified
version of the protocol presented by Sycaral. in [17].

The rest of this paper is organized as follows. Section 2liseca
concepts related to FCSPs. Section 3 defines the basic derzzep
terms involved in multi-agent system for meeting schedul®ec-
tion 4 outlines a selfish protocol for making an appointmentag
agents, and studies the properties of the protocol. Sestamggests
an axiomatic framework for fusion operations on agentsiviadal
evaluations for a meeting proposal, and studies the cargtnof fu-
sion operators. Section 6 illustrates our methodology witheeting
scheduling problem. The last section summarizes our maitriba-
tions and sheds light on some future research.

2 Preliminaries
This section recalls some basic concepts of FCSPs.



Definition 1 Afuzzy constraint satisfactionproblem (FCSP) is de-
fined as a 3-tupl¢ X, D, C7), where

1) X ={xil¢=1,---,n}is afinite set of variables;

2) D = {d;|d; is the domain on which the variahte takes values,

3 Basic Concepts

This section defines some basic concepts in our methodology.
The user’s information about a meeting can be divided inteeth
classes: a timetable, constraints and preferences. Ttex &0

i = 1,---,n}is afinite set of all domains associated with each inds of information can definitely be modeled by fuzzy coaists.

variable in X'; and
3) ¢’ is a setof fuzzy constraints:

II
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z; Gvar(Rl )

cf = R““Rf: =100,1),i=1,---,m
; _ )
wherevar(R{) denotes the set of variables Bf .
Clearly, in an FCSRX, D, C7), each constraink’ € ¢/ is a
fuzzy relation among the variables in the subset(R’) of X. If
each constraint is a crisp relation among the variables ehaits
membership function (or callecharacteristic function) takes val-
ues only on{0, 1}, then the FCSP degenerates woastraint satis-
faction problem (CSP)

Definition 2 The assignment of valueto a variablez, denoted as
vz, IS said to be dabel of the variable. Acompound labelvx: of
all variables in setX’ = {1, ---,7,,} C X is a simultaneous
assignment of values to all variables in Sét, that is,

= Um’m)' 2

Vxt = (U$117"

The first kind can also be modeled by fuzzy constraints. In, fac
timetable can be represented by fuzzy constraint with omiehbla:
1) the more the user favors a time interval, the bigger the bezship
of the constraint when the variable takes the time intersékavalue;
2) that the membership ismeans the user feels fully satisfactory if
the meeting can hold within the time interval; 3) that the rbenship
is 0 means the user is not available within the time interval.

In order to solve a meeting scheduling problem, we introdhee
concept of an FCSP multi-agent system as follows:

Definiton5 An FCSP multi-agent
(A, ®,w, P)where

system is a 4-tuple

1) A= {(A;,n)|A; = (X, D,C/)is an FCSPy; is the threshold

for solutions ofA;, j = 1,---,n} is the set of all agents, each
of which is associated with an FCSP;

2) ¢ :[0,1] x [0,1] — [0, 1] is a fusion operator;
3) w:{A1,---

,An, } — [0,1] is a weight function, which assigns
a weight to each agent;

4) P is a protocol used to organize a negotiation for a solution ap

proval by all agents.

Given a compound label, the membership degree of a fuzzy con- Letus explain some terms which we will use in the following-se

straint tells just a local degree to which the constraimidvidually
satisfied by the label. Naturally, we would like to know tijiebal
degreeo which all constraint are satisfied with a compound label.

Definition 3 In an FCSP(X, D,C7), given a compound label
(vzy,- -, va, ) Of all variables inX, theglobal satisfaction degree
is defined as

O{(U$17 Tty U-Tn) = min{“Rf (Uvar(Rf))|Rf € Cf} (3)

A solution of an FCSP(X,D,C’) is a compound label

(vzy, -+, Vs, ) Of all variables inX such that
a(Vgy, Ve, ) > Qo

Hereay is called the threshold for solutions.

4)

Generally speaking, people are interested in finding oudéggee
to which a compound label satisfiaf the constraintsn an FCSP.
Thus, the operatomin is used in (3). Generally, in an FCSRin
can be replaced by a T-norm. Corresponding to a T-norm isanTri
gular conorms (T-conorms), which we shall also use laterh8ce
we recall both of them briefly. A detailed description of Trms and

T-conorms can be found elsewhere [4].
Definition 4 If an operatoro : [0, 1] x [0, 1] — [0, 1] satisfies:

1) ay 0dz = daz oaa,

2) (Cll 0612)061326110(6120613)7

3) ifa1 < az andas < a4 thena; o as < az o as,
4) 6110126117

wherea, a2, as,as € [0, 1], theno is said to be a Triangular norm
(T-norm) on[0, 1], denoted ag\. If o satisfies 1), 2), 3) and

4) boundarya; o0 = ay,
theno is said to be a Triangular conornT{conorm) on [0, 1], de-
noted asy .

One of the important properties df and<; is
Lemmal Vai,az € [0,1],

a1 A az < min{ai, a2} < max{a, -

'7a"} S V(a17a2). (5)

tions. In an FCSP multi-agent systemgaordinator agentis re-
sponsible for proposing a time slot, callegrmposal, for a round of
negotiation. At the end of a round of negotiation, if a progdds fea-
sible for each agent, it becomes @ppointment candidateamong
agents. During a round of negotiation, the FCSP in each agmst
an overall satisfaction degree to a proposal. This evalnasicalled
the agent'sndividual evaluation for the proposal. When a proposal
becomes an appointment candidate, the correspondinginatod
agent uses a fusion operator to fuse all other agents’ ohaalieval-
uations for the appointment candidate, as well as its owivithaal
evaluation for the appointment candidate. The fused résohlled
the overall evaluation for the appointment candidate. When the ne-
gotiation procedure is finished, one of the appointment icktels is
promoted to become theppointment among all agents.

4 A Protocol for Meeting Scheduling

This section gives a protocol for organizing an appointnfenta
meeting, and discusses basic properties of the protocol.

4.1 Selfish Protocol

The basic idea of the protocol is as follows: 1) In one roundegfo-
tiation, the coordinator agent first proposes a proposdltan other
agents check the proposal with their own timetables, camssrand
preferences. If the proposal cannot be accepted by all athents,
the coordinator agent proposes another proposal. Theguozeon-
tinues until a proposal is accepted by all agents or the doatar
agent cannot propose any more proposal. In the latter cagardh
cedure terminates and no appointment can be made amongagent
In the former case the proposal becomes an appointmentdzgadi
2) Each agent, in parallel, plays a role of the coordinatarg@anize

a round of negotiation to find an appointment candidate. &) ai
pointment candidate with the highest evaluation amongpdbant-
ment candidates is promoted to become the appointment aaibbng
agents. During negotiation each agent tries to maximizewits in-
terest, and so the protocol is calledafish protocol



The protocol consists of the following steps: has a finite domain, the number of the solutions to the FCSHiie fi
0) In parallel, each agent plays a role of the coordinatarpted as  Hence, every round of negotiation will terminate. So, thetgeol

Acoordinator, t0 Organize a round of negotiation. Lelordinator = must terminate.
1. Since there is at least one solution accepted by all agémaee t
1) Initiating a round of negotiation . should be a solutionx among solutions, which has the highest over-

1.1) Based onthe currentvalueXf,ordinator , We construct a CSP, in all evaluation. Denote the agent, which gives the highafividual
which everything is the same as the original FCSP of the goord evaluation for the solution, as;. We can prove that the solutian
nator agent but for each constraffits characteristic function is ~ ¢an be found in the round of negotiation organizedfy
given by Let the individual evaluation of the coordinator agehtfor the

solutionvx beaw, thatis

1 if HR(U'z}ar(R)) 2 Acoordinator, (6) og = min{HR(U'gar(R)”R c ij}

ug%(vvar(R)) =

0 otherwise. Thus
1.2) For the above CSP, if the coordinator agent can find aisoluit ' YR e Cf7 HE(Vvar(r)) > . ©)
sends the solution as a proposal to the relevant agents. 1) Clearly, there is an integerz such that
1.3) If the coordinator agent cannot get a solution to thevalleSP, 1 _ y,; « AN oorginator < o < 1= (ng — 1) X AXcoordinator;
then set (20)
)\coordinator = )\coordinator - A)\coorcli77,ator7 (7) WhereA)\coordinator iS giVen by (8) Let
Where )\coordinator =1- ng X A)\coorclinator~ (11)
AlXcoordinator = mi "\VYyar(R)) — var Thus, by (10)
dinat mll’l{“/R (v (R)/) pr(Voar(r)) | A > Aevordinator. (12)
R ReC/, Uyar(R) S VX, Uvar(r) € Ux, 2) Based on the value of.cordinator given by (11), we construct
Un (U;M(R,)) # ur(Voar(m)}- (8) a CSP, in which everything is the same as the original FCSBerita

A; but for each constrain® its characteristic functiop’s is given

If Aeoordinator IS l€SS than its threshold for solutions of the coor- by (6). Denote the constraint set of the CSR-alearly, by (9) and

dinator agent, then the protocol returns no solution anditeates;

otherwise the protocol turns to step 1.1) again. (12). YR € C,pun(Vhar(r) > Acoordinator- (13)
Thusl b var iy
2) Checking the proposal Each agent receiving the proposal, ac- min{ps(vear(m))|R € C}
cording to its constraints, evaluates the proposal. — min{l|R € C} (by (13) and (6))
2.1) The proposalis accepted by an agent if its evaluatiothpro- _ 1

posal is greater than or equal to its threshold for solutitmghis
case, the agent replies the coordinator agent with a megsage
cluding its evaluation for the proposal.

2.2) The proposal is rejected by an agent if its evaluationtfe pro-
posalis less than its threshold for solutions. In this cteeagent
notifies the coordinator agent. After receiving the notittne co-
ordinator agent can find a new solution to the above CSP, dssen
the new solution as a new proposal to the relevant agents, a
the protocol turns to step 3); otherwise, by (7), the coattin
agent reduces the current value)of.orainator. Sequentially, if
Acoordinator 1S 1€SS than the agent’s threshold for solutions, then
the protocol returns no solution and terminates, otherthis@ro-
tocol turns to step 1.1) again.

the value o\ oordinator IS always greater than or equalto the thresh-
old for solutions to the FCSP, clearly the solution is alsolaton
to the FCSP.

3) In other words, in one round of negotiation organized bgrag
Ay, in stepn g the solutiorwx can be found. Moreover, according to
tge protocol, before stepx, any solution to the FCSP of; cannot

e accepted by all other agents. Accordingly, there doesxisttany
solution of A; with an individual evaluation greater than the evalua-
tion for the appointment. Alternatively, the solutior indeed is the
optimum appointment among agents.

Therefore, the theorem holds. a

5 Fusion Operators

In this section, we give an axiomatic framework for fusioreop
tors, and discuss their construction. The issue of evalndtision is
also involved in a multi-agent system, developed by Sebt!. in

[14], for meeting scheduling, but it is different from oursrh. We
presents an axiomatic framework for this sort of operatois ia-

vents a method for constructing this kind of operators, whsithey
just give a particular operator.

3) Processing repliesWhen a proposal is accepted by all agents,
it becomes an appointment candidate. Then the coordingtmta
calculates the overall evaluation for the appointment @hatd by
fusing all agents’ individual evaluations for the cand@athe coor-
dinator agent keeps the appointment candidate as well awérall
evaluation for the candidate.

4) Making an appointment. An appointment candidate with the
highest overall evaluation is promoted to become the apmpeint
among all agents. 5.1 Axiomatic Framework
Definition 6 A binary operator® : [0,1] x [0,1] — [0,1] is a
fusion operator if it satisfies the following propertiés
1) Vai,az € [0,1],a1 ® az = az @ a1;

2) Vay,az,as € [0,1], (a1 P az) Bas = ar B (a2 B as);

4.2 Basic Property
Theorem 1 If there is an appointment among agents, then the pro
tocol must terminate and an appointment must be made. Mereov
the overall evaluation for the appointment is greater thaegual to
the overall evaluation for any common time slot. 2 In this definition, properties 1, 2, 6 and 8 are inspired by previous
Proof. In our multi-agent system for meeting scheduling, the num- \(Nr?fk[lol; thg |defa li;:_?hr;ntd Efop?ftleskifﬁnd 5t lséro%zﬂ?ﬂ@l- [22t]
‘e fimi : the operands of which take values s Instead o1|0, , property
ber Of. agents IS .ﬂmte‘ and each agent organizes o_nly onedrofin 8 owes to Cai [3]. These papers are all related to stand-alistrtbuted
negotiation. So, in the procedure to make an appointmerg e expert systems. So, our fusion operators may also be apfsitaexpert
just finite rounds of negotiations. Since the FCSP in eachtggst systems, especially distributed expert systems.

So,vx is a solution to the CSP. Since in the case there is a solution,



3) Vai,az € (0.5,1], a1 @ az > max{ai,az};

4) VYay,az € [0,0.5),a1 G ax < min{ay,az};

5) Va; € [0,0.5),Vaz € (0.5,1],min{a;, a2} < a; ® ax <
max{ai,az};

6) Va € [0,1],a ® 0.5 = a;

7) Va € [0,1],a® (1 —a) =0.5;

8) Val,aQ,ag,cu (S |:07 1],611 S as /N\ds S a4 = a1 Pas S asPaq.
Let us explain the intuitions behind the above definitioragfer-

Proof. By (16), if and only if w(A:) max{w(A;)|s
1,-++,na}, thena{(vx) = ai(vx) = 1. Thus, by (15), the the-
orem holds. m

5.2 Construction

Comparing Definition 6 with Definition 4 as well as Lemma 1, we
can see that the fusion operators here are completelyatitféom T-
norms and T-conorms, but T-conorms can give us hint in coosiig

ties 1 and 2 are used to guarantee the result of a fusion aperat fusion operators. In the following, we will discuss thistiss

is independent of the order of the operation. Property 3uwaptthe
intuition that when two evaluations are both positive thiegidd en-
hance the effect of each other, while property 4 capturemthiion
that in the case where two evaluations are both negative stieuld
weaken each other. Property 5 means that in the case wheevalvo
uations are in conflict we should get compromise. Propergpéses
that if an agent has no idea about the proposal the agentshawut
no effect on the fused result. Property 7 means that in thewhsre
two agents give exact opposite evaluations the coordiagfent can-
not get any idea from these two agents. Property 8 captueastiit
ition that a fusion should be monotonic and do not decrea$@ ah

Firstly, we introduce T-conorm-like operators.
Definition 8 An operatorsy’ : [-1,1] x [-1,1] —
T-conorm-like operator if it satisfies:

1) commutativitya; ' az = ax V' a;

2) associativity(a1 v'az2) V' as = a1 V' (a2 V' as);
3) monotonicity'al S az N\ as S a4 = ay V/ as S a V/ Aaq;
4) unitta v’ 0=a;

5) contrary:a 7 —a = 0,

wherea, ai, az,as, a4 € [—1, 1]

[-1,1]is a

By the above definition, we can easily prove the following e

The bigger a value ifo, 1] the higher an evaluation, estimated by the Lémma 2

value, for the same proposal. Therefore, when the asseskmtre
evaluation of one agentis fixed and the another agent'sases the
assessment for the fused evaluation should not decrease.

The theorem below states that a fusion operator is a group.

Theorem 2 ([0, 1], ¢) is a commutative group.
Proof. Clearly, the operato® on [0, 1] is closed, and satisfies the
associative and commutative laws. The unit element is Ocbtlag
inverse element of is 1 — a. So, the theorem holds. o
This theorem is very interesting. Although this paper haused
the result, it bridges group theory and decision-makindplenms in
multi-agent systems, and so may lead to some interestingrguat-
tant properties.
By Definition 6, we can easily prove the following theorem:

Theorem 3 Va €[0,0.5),a 60 = 0; (14)

Va € (0.5,1),a®1=1. (15)
In the above theorem, (14) states that in the case two eiahsat
are both negative, if one evaluation represents the coenpilatation,

the fused result means the absolute violatien the proposal is not
acceptable absolutely. This is in accordance with thetiotui

In the above theorem, (15) implies that in the case no user i

against the proposal, if there is a user who accepts the pabpom-
pletely, then the proposal should become an appointmendidaite.
It seems to be a little inconsistent with the intuition. l&tiveight of
an agentis putinto consideration in a decision-makingggechow-
ever, it could be reasonable in the real life. For the realsased on
the idea behind our relative weight model [9], we define thecept
of discounted evaluation for a proposal through a weight bavfs:
Definition 7 In an FCSP multi-agent systef, @, w, P), let the
evaluation of the agemt; for the proposabx bea;(vx), then the
discounted evaluation o} (vx ), of A; for vx is given by

' W(Az)

(UX) )|] -1,

(16)

max{w(A; X ai(vx).

) Vai,ax € [0,1],a1 ' a2 > max{ai, az};
2) Yai,as € [-1,0],a1 v’ a2 < min{ai,az};
3) Va1 € [-1,0],as € [0,1],min{ai,az} < a1 V' as
max{ai,az};
4) Ya € (0,1],1v' a=1;
5) Va € [-1,0), -1V a=—1.

<

Now by the above lemma, we can prov&e following theorem
for constructing a fusion operator.

Theorem 5 The following operator is a fusion operator:

ar @ az = h™ ' (h(a1) V' h(az)), (18)
wherek : [0,1] — [—1,1] is an 1-1 mapping satisfying
h(0) = —1, (19)
h(1) =1, (20)
h(0.5) = 0, (21)
Va € [0,1], h(1 — a) = —h(a), (22)
Vai,az € [0,1],a1 > a2 = h(a1) > h(az). (23)

Notice if we restrict a7’ operator on[0, 1] it turns into a T-

conorm. So, by the above theorem sometimes we can construct a

fusion operator from a T-conorm. For example Aét) = 2z — 1,
from the following T-conorm

avay = LT (24)
1+aias
we can obtain the following fusion operator
2a 1)4(2a 1
ay Day = k! h(a1) + h(a2) _ 1t =D a1y T 1
L L+ h(a1)h(az) 2 '
(25)

6 An Example

We illustrate our approach by a simple meeting schedulinglpm.
Three agentsl;, A, andA; will make an appointment for a meet-

ing, chosen from 4 time intervalg, 1>, /s and/4. And the type of

meeting is business and the type of meeting host is bossoSatipe

Then when performlng a fusion operator on discounted evaluaconstraints concerning with time intervals as shown in tlleving

tions, even if two evaluations are positive, only in the ctheeeval-
uation of the agent with the highest weight among agentesemts
the full satisfaction to a proposal, the fused result melamsomplete
satisfaction to a proposal. In fact, we have:

Theorem 4 If and only ifw(A Alg=1,---,

then oz,'(vx):1:>Va€(0.5,1],a690z§(vx):1.

i) = max{w( nat,

17

table:
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3 The proof of the theorem is straightforward. For the lack pdce, it is
omitted here, but can be found in [11].



Suppose in agemt; there is another constraint which concerns two distributed expert systems [21, 22, 20], parallel comldimabpera-

variables: time intervals and the type of meeting (e.g. geway,
business and leisure). The membership degree of this eamsg as
shown in the following table:

[ T L T T2 [ 7 T 1g )

emergency [[ 1 [ 1 [ I T 1 ]
l_b—usmess [T [ 08 [ 03 [ 09|
| leisure  |[ 0 [ 0 [ 03 | 1 |

Suppose in agent; there is another constraint which concerns three
variables: time intervals, the type of meetirggg. emergency, busi-
ness and leisure), and the type of meeting hbst lfoss and col-
league). The membership degree of this constraint is asrshmthe
following table:

(1]
[2]

time interval Iy Iy Iy Iy I I
meeting type e e bu bu T T
[__host type bo C bo C b C
membership 1 0.8 1 0.7 1 0
time interval Iy Iy Iy Iy Ty Ty [3]
meeting type e e bu bu 1 1
[__host type bo C bo C b C
membership 1 0 1 0.6 1 0
time interval I3 I3 I3 I3 To To 4
meeting type e e bu bu 1 1 [ ]
[__host type bo C bo C b C
membership 1 0.3 1 0 1 0
time Interval T4 T4 T4 T4 T4 T4 [5]
meeting type e e bu bu T T
[__host type bo C bo C b C
membership 1 1 1 1 1 1
. . 6
In the above table, e=emergency, bu=business, |=leiswrebdss (61
and c=colleague. In addition, suppose the three agentsshiofds

for solutions aré.5, 0.6 and0.8, respectively.

In the round of negotiation organized By , it first proposed; as
a proposal. Its own evaluation for the proposall.i§he evaluations
of the other two agents for the proposal are ando, respectively.
They are less than their thresholds, and so the proposgeisted
by A, and A;. ThenA; proposed; as another proposal. Its own
evaluation for the proposal 7. The evaluations of the other two
agents for the proposal ae” and1, respectively, which are greater
than their thresholds, and so the proposal is accepted lagatits.
Thus, I, becomes an appointment candidate. By the fusion operatt0]
given by (25), we get as the overall evaluation fdb.

In the round of negotiation organized b, it first proposeds

[7]

(8]

9]

: [11]
as a proposal. Its own evaluation for the proposal iShe other two
agents’ evaluations for the proposal &reé ando, respectively. Un-
fortunately, they are less than their thresholds, and spritygosalis  [12]
rejected byA; andAs. ThenA, proposed, as another proposal. Its [13]
own evaluation for the proposal@s9. The other two agents’ evalua-
tions for the proposal at®@6 and0.9, respectively. Fortunately, they
are greater than their thresholds, and so the proposal éptetby  [14]

all agents. Thusl, becomes another appointment candidate. By the
fusion operator given by (25), the overall evaluation fpis 0.99.
In the round of negotiation organized By, when it first proposes

15
I, as a proposal and the proposal is accepted by all agenteébkerr (o]
as discussed in the round of negation organized by

I> has a higher overall evaluation thén So, finally I, is pro- [16]
moted to become the appointment among the three agents.

Note that the negotiations of all agents start at the same tmd  [17]
thus the negotiation ofi; is necessary although all possible time
intervals have been examined during the negotiation$;cdind A». el
7 Conclusion 1]
Based on fuzzy techniques, the paper develops an agerd-bpse
proach for meeting scheduling problems. Compared withipusy  [20]
works, it is novel in three aspects. First, a meeting sctiegprob- 21]
lem is modeled by FCSPs in multi-agent environment. Se@okidd
of selfish protocol is presented. An appointment made thrabs  [22]

protocol is a overall optimum common time slot. Third, arcematic
framework is identified for fusing agents’ individual evations for
a proposal. The framework is also applicable to solutioritesis in

tions [10] in expert systems and aggregation operationisifitf@zzy
mathematics. In addition, a meeting scheduling examplesésl wo
illustrate the proposed methodology.

Itis worth further developing: 1) other protocols for mowepli-
cated meeting scheduling problems; and 2) other modelsifing
agents’ individual evaluations for a proposal.
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