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Abstract— Yager et al. first introduce compensatory operators. This
paper further introduces a kind of weighted compensatory operators, and
a kind of prioritised compensatory operators. The difference between these
similar classes of operators are identified. In addition, the paper introduces
the concepts of ordered weighted/prioritised 'y aggregati
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I. INTRODUCTION

Many authors define aggregation as operators generalising
“AND” and “OR” fuzzy connectives [3]. However, the two ex-
tremal situations of “AND” and “OR” may not always match
real-life scenario. Thus, other alternative aggregation operators,
such as compensatory operators [4], have been proposed for a
tradeoff between these two cases. On the other hand, in tra-
ditional aggregation each entity is assumed to carry equal im-
portance. This is not always true. By taking into account the
relative importance of each entity, some weighted or prioritised
aggregation operators have been proposed, such as weighted
mean operators, OWA-operators [5], weighted compensatory
aggregations [4] and prioritised disjunction aggregation oper-
ators [1], [2]. This paper aims at introducing several new kinds
of weighted/prioritised compensatory operators.

The rest of this paper is organised as follows. Sections 2 and
3 introduce the concepts of a kind of weighted compensatory
operators and a kind of prioritised compensatory operators, and
discuss their basic properties. Section 4 identifies the differ-
ences between these two similar classes of operators. Section
5 introduces the concept of ordered weighted/prioritized com-
pensatory operators. Section 6 reviews related work. The final
section concludes the paper.

II. WEIGHTED COMPENSATORY AGGREGATION

First, let us recall the concept of the compensatory operators
[4], and the concept of weight operators [4] with respect to com-
pensatory operators. .

Definition 1: If an operator o : [0,1] x [0,1] — [0,1] is
increasing, associative and commutative and has unit element
€ (E) (0,1), then it is a compensatory operator, denoted as
B, u]

Actually, we can regard the unit element of a compensatory
operator as a threshold: if an operand is greater than the thresh-
old the operand is regarded as being pesitive; otherwise, the
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operand is regarded as being megative. One of the important
properties of compensatory operators is that when one operand
is positive and the other is negative, the result of compensatory
operation is a tradeoff between the operands [4].

Definition 2: If an operator o : [0,1]x [0, 1] — [0, 1] satisfies
1) Va,a’ € [0,1,a < o' > woa<wod,
2) Va€lel,w<w >woa<w oa,
3) Vae0el,w<w >woa>woa,
4) Ya € [0,1],10a = a, and
5) Va € [0,1},00a =c¢,
where € € (0, 1) is a constant, then it is a weight operator, de-
noted as (©). In the weighted entity w<(*)a, w is the relative
weight (or weight for short), and a is the unweighted entity
(or entity for short). =]

The axioms on weight operators capture the following in-
tuitions. 1) A weighted entity should increase with the en-
tity. 2) When an entity is positive, the higher its weight, the
more positive the weighted entity. 3) When an entity is nega-
tive, the higher its weight, the more negative the weighted en-
tity. 4) When an entity has the absolutely highest weight 1, the
weighted entity should be the entity itself. 5) An entity with
the weight 0 should not effect on the result of the compensatory
aggregation. Hence, the weighted entity should be the unit ele-
ment € of the compensatory operator ),

Second, let us give some properties of weight operators.

Theorem 1:

De<a<l=ze<wda<a,

N 0<a<eza<wd@a<e.

Proof. 1) In the case ¢ < a < 1, by axioms 5, 2 and 4 of weight
operators, we have

e=00"a < wd®a <10Eg =a.

2) In the case 0 < a < ¢, by axioms 5, 3 and 4 of weight
operators, we have

e=00®a > wd®a > 10Ea = a.
=]

The theorem means that when an entity is positive the
weighted entity becomes less positive, and when an entity is
negative the weighted entity becomes less negative.

Before defining our weighted compensatory operators, we
need one more definition.

Definition 3: 1f an operator o : [0,4+00) x (0,+00) —
[0, +00) satisfies
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1) aca=1,

2) 0ca =0,

3) w o a increases with w, and

4) w o a decreases when a increases,

then it is a general division operator, denoted as @. [n]

The above concept is a generalisation of the usual arithmetic
division operator.

Hereafter unless otherwise specified, the following symbols
always take the meaning here: @ = (ay,---,a,) € [0,1]",
W = (wy, -, wn) € [0,00)" such that w; is the weight of a;
(0 <i < n), and Wpqz = max{wy, -, wn}.

Definition 4: A weighted compensatory operator (WCO)
of dimension n is a mapping Fwco : [0,1]" x [0,00]" —
[0,1], defined as

FWCO((_ia 71}) = ((wl Q wmaz)o(g)al) @ ...
10 (wn @ wmaz)o(s)an)' @

[m]

Let us discuss the properties of weighted compensatory oper-
ators.

Lemma 1: ([4])
1) Yae[0,e),am@E 0 =0,
2) Va € (g,1],a @ 1 =1.

Theorem 2:
1) If there is an operand a;, = 0 and its weight wi, = Wnaz,
and Vi # ig, ((w; @ Wimqs)0a;) € [0,€), then Fycol(d, @) =
0

2) If there is an operand a;, = 1 and its weight w;, = Wmag,
and Vi # ig, ((wi @ Wmaz)Qa;) € (g,1], then Fweo (@, W) =
1

Proof. When a;, = 0, by axioms 1) and 4) of general division
operators we have

(Wip @ Wimaz)Q8i; = (Wmaz @ Winaz) G0 = 100 = 0.

Similarly, when a;, = 1, we have (w;; @ W) Qai, = 1.
Thus, by Lemma 1, when a;, = 0, we have Fywco(a, @) = 0;
when a;, = 1, we have Fyyco (@, @) = 1. O

The theorem means: 1) when an entity with the highest
weight is absolutely positive and other weighted entities are
positive, the result of a WCO aggregation is absolutely posi-
tive; and 2) when an entity with the highest weight is absolutely
negative and other weighted entities are negative, the result of a
WCO aggregation is absolutely negative.

III. PRIORITIZED COMPENSATORY AGGREGATION

First, we introduce the concept of priority operators with re-
spect to compensatory operators.

Definition 5: If an operator o : [0, 1] x [0, 1} — [0, 1] satisfies
1) Va,d' €{0,1},a < a' = poa < poa,
2)Va€[gl,p<p = poazpoa,

) Vae[0,el,p<p' = poaspoa,
4) YVae[0,1],10a=a,

5) Va€le,1],00a=1,and

6) Va € [0,¢],00a =0.

where € € (0,1) is a constant, then it is a priority operator,
denoted as o(€). In the prioritized entity po(?), p is the relative
priority, and a is the non-prioritized entity (or entity for short).
[}

The five axioms on priority operators capture the following
intuitions. 1) A prioritized entity should increase when the en-
tity increases. 2) When an entity is positive, the higher its prior-
ity, the less positive the prioritized entity. 3) When an entity is
negative, the higher its priority, the less negative the prioritized
entity. 4) When an entity has the relative highest priority 1, the
prioritized entity is the entity itself. 5) When an entity with
the lowest priority 0 is positive, the prioritized entity should be-
come absolutely positive. 6) When an entity with the priority
0 is negative, the prioritized entity should become absolutely
negative.

The following theorem reveals some properties of priority op-
erators. .

Theorem 3:

NDe<ca<l=>1>poEg>aq,
2)0<a<e=>0<pola<a.

Proof. 1) In the case ¢ < a < 1, by axioms 5, 2 and 4 of priority
operators we have

1=009a>pca>16@a=aq.

2) In the case 0 < a < ¢, by axioms 6, 3 and 4 of priority
operators we have

0=00a<poPa<1og=aq.
)

The above theorem means that when the entity is positive
the prioritized entity is still positive and more positive, whereas
when the entity is negative, the prioritized entity is still negative
and more negative.

Hereafter unless otherwise specified, the following symbols
always take the meaning here: 5 = (p1,-++,pn) € [0,00)
such that p; is the priority of a; (0 < 7 < n), and pmas =
ma-X{Ph R} pn}

Definition 6: A prioritized compensatory operator (PCO)
of dimension 7 is a mapping Frco : [0,1]™ x [0, +o0)™ —
{0, 1], defined as

Fpco(@,5) = ((p1 @ pmaz) o) p) BE) ...
B ((pn © pmaz) 9 an). ()
o
Theorem 4:

1) I there is an operand a;, = 0 and its priority p;; = pmaz,
and Vi # g, ((pi @ prmaz) () a;) € [0,¢), then Fpco(ad, p) =
0.

2) If there is an operand a;, = 1, and its priority p;, = Pmaz,
and ((pi @ Pmaz) ) a;) € (g, 1], then Freo (@, 5) = 1.
Proof. The proof is similar to that of Theorem 2.

The theorem means: 1) when an entity with the highest pri-
ority is absolutely positive and the other prioritized entities are
positive, the result of a PCO aggregation is absolutely positive;
2) when an entity with the highest priority is absolutely nega-
tive and the other prioritized entities are negative, the result of a
PCO aggregation is absolutely negative.
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IV. DIFFERENCE BETWEEN WEIGHT AND PRIORITY

The concepts of weight and priority can both be used to indi-
cate the importance level of an entity among a group of entities,
but their effects in compensatory aggregation are different. In
this section, we will make a theoretic analysis for their differ-
ence. )

First, we have the following theorem.

Theorem 5:

De<a<sl=ze<wdPa<a<woa,
2)0<a<e=>0<po®a<a< pda,
‘Proof. The result of the theorem is straightforward from Theo-
rems 3 and 1. [m}

The above theorem reveals the following differences between
weight operators and priority operators: 1) When an entity is
positive, the weighted entity and the prioritized entity are both
positive. The weighted one is less positive than the original
one, while the prioritized one is more positive than the original
one. 2) When an entity is negative, the weighted entity and the
prioritized entity are both negative. The weighted one is less
negative than the original one, while the prioritized one is more
negative than the original one.

Second, the following table, according to Definitions 2 and
S, further shows us the difference between a weighted opera-
tor and a priority operator. That is, given an entity a 1) in the
case where a is negative, the weighted entity decreases when the
weight w increases, while the prioritized entity increases when
the priority p increases; 2) in the case where a is positive, the
weighted entity increases when the weight w increases, while
the prioritized entity decreases when the priority p increases.

| [ a [[0ef][e]
weight operator || wd%a | N\, Ve
priority operator || po°a | N N\

Third, the following theorem reveals the difference between
weighted compensatory aggregation and prioritized compen-
satory aggregation.

Theorem 6: Suppose

dﬁ = (aly t0 81,080,841, 1aj—-l’aj1aj+17' v 1an)7
a@ ={(a1,"*+,8i-1,8i,8i41," "+, Gj—1,3, 841, *, Gn),
have the same weight vector and the same priority vector
w-b = (wplr e 7wpﬂ)'
Let Wpmaz = max{wpi,- -+, wpn}. And suppose
(wp; @ WPmes) 0 Gi = (wpj @ WPmaz) © aj. 3

1) When a € [e, 1), if wp; < wp;, then

Fweo(@.,wp) < Fweo(@*, D), @

Fpco(d., wp) > Fpco(d®, wp). ®
2) When a € [0,¢), if wp; < wpj, then

Fwco(as, wp) > Fweo(d*,wp), )

Fpco(@.,wp) < Fpeo(d*, wp). ™

Proof. We only prove (4). Others can be proved similarly. From
the assumption of the theorem, for any k # i, j, we have

(wpk @ wpmaz)o(s)ak = (wpk %] meaz)O(e)akv

Again noticing (3), we have

E(E){(wpk ] meaz)o(e)aPk | k # i}
= B {(wpk @ WPmaz)O©as | k # j}.

In the case a € [, 1], by property 2 of weight operators and
from condition wp; < wp;, we can obtain

(WP,' @ wpmaz)o(s)a < (ij @ meaz)O(E)a-

Thus, by the commutativity and monotonicity of compensatory
operators, (4) holds. (]

The above theorem reveals the different effects of weights
and priorities in compensatory aggregation: 1) when an entity
is positive, the higher its importance, the bigger the result of
weighted compensatory aggregation tends to be, whereas the
smaller the result of prioritized compensatory aggregation tends
to be; and 2) when an entity is negative, the higher its impor-
tance, the smaller the result of weighted compensatory aggre-
gation tends to be, whereas the bigger the result of prioritized
compensatory aggregation tends to be.

V. ORDERED WEIGHTED/PRIORITIZED COMPENSATORY
AGGREGATION

Definition 7: An ordered weighted compensatory opera-
tor (OWCO) of dimension n is a mapping Fowco : [0, 1]™ X
[0,1}" — [0,1], defined as

Fowco(@,9) = (w1 @ Winaz)OPa,(y)) BE -
Ea(5)(("-'" @ wmaz)o(e)aa(n)); ®

an ordered prioritized compensatory operator (OPCO) of
dimension 7 is a mapping Fopco : [0,1]" x [0,1]™ — [0, 1],
defined as

Forco(@,7) = ((p1 @ pmaz) o ay(y) B -
E(s)((pn @ Pmaz) o) aa(n))’ (9)

where {a,(1), " * , Go(n)} is a permutation of {a;,- - -,a,} such
that a,(;) > Gg(it1) (1 <4 <n—1),% = (wy,-++,wy) such
that w; is the weight of ordered position ¢, and 3= (p1,-- -, pn)
such that p; is the priority of ordered position: (1 <4 < n). O

VI. RELATED WORK

The definition of weighted compensatory operators improves
upon that first introduced by Yager et al. [4]. In our oper-
ators weights take values on [0, 00), while in Yager’s opera-
tors weights take values on [0,1]. In other words, when us-
ing Yager’s operators users have to assign maximum value 1 to
every entity with the highest importance. In a dynamic envi-
ronment, entities may be added or deleted during aggregation.
What if an entity with an importance higher than that of any
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existing entity is added in? And what if the entity with maxi-
mum weight 1 is removed? This might involve recalculating the
weights of all entities. However, no such service is provided in
Yager’s operators. Thus, users have to re-assign weights to all
entities again. This might cause trouble to users, especially in
the case of a large number of entities. In our framework there
is no maximum value for weights, and so a bigger value can be
assigned to an added entity if it is considered to be more impor-
tant than any existing entity. Similarly, we can understand the
situation in which some entities are deleted.

Dubois and Prade [1], and Luo, Leung and Lee [2] propose
prioritized disjunction aggregation operators. Disjunction ag-
gregation operators (T-norms) and compensatory operators are
special cases of uninorms [4]. The idea behind prioritized dis-
junction aggregation operators is employed to introduce priori-
tized compensatory operators in this paper. In addition, the idea
behind ordered weighted average operator of Yager [S] is used
to define ordered weighted/prioritized compensatory operators.

VII. CONCLUSION

This paper introduces concepts of several kinds of
weighted/prioritized compensatory operators, discusses their
priorities, and identifies the differences between weighted com-
pensatory operators and prioritized compensatory operators.
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