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Abstract

The Internet is a hierarchical architecture comprisingetageneous entities of privately owned infrastructurdsene
higher level Internet service providers (ISPs) supply eminity to the local ISPs and charge the local ISPs for taedit ser-
vices. One of the challenging problems facing service plend today is how to increase the profitability while mainitag
good service qualities as the network scales up. In this weekseek to understand the fundamental issues onriterplay’
(orinteraction) between ISPs at different tiers. While the local ISPs (Whie termpeerd can communicate with each other
by purchasing the connectivity from transit ISPs, therad$aan opportunity for them to set up private peering refstiips.
Under this competitive framework, we explore the issuesad)imfpact of peering relationshjgb) resource distribution(c)
revenue maximizatigrand (d)condition for network upgradeFirstly, a generalized model is presented to characténize
behaviors of peers and the transit ISP, in which their ecaoorterests are reflected. We study how a peer can distvidyti
determine its optimal peering strategy. Furthermore, vesvdiow a transit ISP is able to utilize the available inforimato
infer its optimal pricing strategy, under which a revenuimézation is achieved. Two distributed algorithms aregaosed
to help ISPs to provide a fair and efficient bandwidth all@oato peers, avoiding a resource monopolization of the etark
Last but not least, we investigate the above issuesnraay-peers-regigri.e., when we scale up the network. We provide
insightful evidence to show that the ISPs can still gain ps@fs they upgrade the network infrastructures. Extengivels-

tions are carried out to support our theoretical claims.

Keywords: ISP peering, economic pricing, distributed resource adliban, scalability

[. Introduction

One of the challenging problems facing today’s InternewtgerProviders (ISPs) is how to increase
the profitability and at the same time, provide good perforoeato users as we scale up the network.
For the Internet, it is a hierarchical architecture compgseterogeneous entities of privately owned
infrastructures. Generally speaking, the networks carabegorized into two types of service providers:
(1) local ISPs which consist of geographically close mestetdiorks. These local ISPs provide Internet
access and connectivity services for consumers withim tegions. And (2) large-scaled ISPs which
traverse across large geographical distances, providingectivity among the local ISPs. Figure 1
illustrates what today’s Internet looks like. In the figunaeg can observe that there are local ISPs which
provide Internet services in a small region and transit \8Rish inter-connect these local ISPs.
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Fig. 1. Today's Internet consisting of multiple transit ES&#hd local ISPs.

For the local ISPs, in order to gain the Internet access, aramway is to purchase this service from
higher level ISPs (or we called transit ISPs). These trd88is set charges for the service provisioning,
which depend on the allocated transmission bandwidth dsas¢he amount of transferred traffic. One
important issue is to come up with a good pricing model fordheent Internet, especially to reflect
the economic roles of different ISPs. Currently, most IS&spa a flat rate pricing scheme, i.e., end
users pay a fixed amount of money to gain the Internet accessentain period of time (usually on a
monthly basis). Most broadband and ADSL services are exasmydlthis type. Another approach is to
charge users by the time they connect to the Internet, fatigithe charging methods employed in the
telephony industry. Still, there are ISPs who charge usassdbon the actual traffic volume transmitted.
There are some existing work which investigate the pricimngtsgy for the service providers. In [6],
authors discuss how a provider should price its servicésrdiftially based on their characteristics such
that prices can match service qualities. Authors in [5] dliscuss how to present a cooperative pricing
strategy to provide a fair distribution of profits to ISPs.

Besides relying on the transit ISPs for Internet accesa) I&Ps can also inter-connect their networks
together by signing up private peering agreements. Fot I&2s which are geographically close to
each other, there is an opportunity to exchange informdtedween themselves and bypass the reliance
on transit ISPs. One possible way to accomplish this is tablish aprivate peering linkbetween
two parties. In practice, these peering agreements can itee@umplicated, involving many business
considerations [12][7]. However, the basic nature offibering relationships to exchange local traffic
between the two local ISPs through the peering link with@ytipg for the traffic transfer. Note thaee
peering is only one special case of the peering relationslaying charges on peers are also considered
in more generalized circumstances. Usually such peerilagjaaship is beneficial to both ISPs since
it can provide better performance and at the same time, ecstihécoperating cost since traffic does not
need to go through the transit ISPs.
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There are a number of existing work which explore the econsmf network pricing with multiple
ISPs on the Internet, recent work being[14], [2], [9], [L1]hese authors all investigate a basic ques-
tion: How to set prices for the Internet services, so as tyfahare revenues among providers, and at
the same time encourage the network to grow? Unfortunatedge works underestimate the impact of
local peering relationship on the traffic demand, sincewhikinfluence the proper pricing strategy to
achieve a maximization of ISP’s profitability. To bridgedigap, our work aims to seek a fundamental
understanding of the interaction between ISPs with pedimkg. We explore how the peering relation-
ship can affect the service purchasing strategies anchgritrategies played by ISPs. For the ease of
presentation, in the rest of this paper, we term the locas ISR ply agpeerssince they tend to establish
peering relationships with each other. Similarly, we rédethe transit ISPs dSPs In this work, we are
interested to explore the interactions between the comgepeers, as well as the interactions between
the peers and the ISP. We also investigate the implicatibtiese interactions.

To communicate with another local ISP, a peer has two optieitiser to use the connection provided
by the transit ISPs, or to use the peering link connectingwtepeers. Even given a constant trans-
mission demand, deciding on an appropriate proportionadficrdelivered via these two connections,
however, is not a trivial matter. Another factor which makes decision of traffic allocation difficult is
that all peers areational, i.e., they want to maximize thelrappinesdy transmitting/receiving traffic,
and at the same time, they also care about the quality ofcgetirey receive and the total payments for
consuming the services. Also, one peer’s optimal stratemyyaepend on strategies taken by other peers,
as well as the pricing policy employed by the ISP. All thes&kenida challenging task to come up with
an efficient resource allocation policy.

ISP, on the other hand, provides Internet access and cavityeoetween peers. Its goal is to maximize
its own revenue by providing connectivity service. In ordemaximize the total profit and attract
more potential peers, a good pricing strategy is essentialeneral, a transit ISP needs to address the
following issues:

« Resource Distributionhow should the ISP sell and allocate its capacity resour¢deega@ompeting
peers, and at the same time, avoid the monopolization ofveidtid resources by a small number of
peers?

« Maximization of Revenués there a unique price by which the ISP’s revenue can be maadunder

a homogeneous pricing scheme (i.e., all peers are chargegl the same pricing model)? If it exists,
how can one find this optimal price?

« Upgrade of Capacitywhen more users demand for Internet access, more peersweilthe market.

Is there an incentive for the ISP to upgrade the network stfugtures, i.e., increase the backbone

capacity to accommodate more peers? Does the increaseeimuecompensate for the increased cost
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of deploying new services, or equivalently, does the maildenefit of the ISP increase as the business
is growing?

« Impact of Peering Relationshi more tricky yet important question is, as the peer popiajrows,
what impact does the private peering relationship have emSR’s pricing decision?

While these questions have substantial impact and impdrtgolications, it is not straightforward to
obtain an immediate answer. From the ISP’s perspectiveuiidesirable that its resourcedtdized (or
monopolized) by a small number of peers since the ISP wardshi@vecustomer diversificatianTo
attract or retain a peer for the connectivity service, anh&®to perform afair” resource distribution
which avoidsresource monopolization. To achieve this goal, the ISP aedsphave to exchange traffic
information. Note that one has to consider a minimal infaforaexchange due to business confiden-
tiality, as well as the necessity to perform resource atlooan a distributed manner. On the other hand,
maximizing its own profit is also an important objective foetlSP. With a particular price offered by
the ISP, every connecting pegecideshe amount of traffic to send through the transit ISP. Theeaggr
gate traffic thus determines the total demand on the ISP Hekting a lower price attracts more traffic
from the peers, but this may lead to traffic congestion. Meeeoa low price does not guarantee the
maximization of the ISP’s revenue. Setting a higher pricethe other hand, may discourage peers to
purchase the ISP service and the traffic demand will decredseh does not ensure a maximal profit
for the ISP as well. Therefore, finding aptimalunit price is an important issue.

The contribution of our paper is to answer the questionsdistbove. We explore thaterplay or
interactionbetween ISPs at different tiers, discussing issues om@act of peering relationshjgb)
resource distribution(c) revenue maximizatigrand (d) the possibility ohetwork upgradevhen we
scale upthe network.

« We present a generalized model to capture a shapshot of ttetinternet, a hierarchy consisting of
ISPs of two tiers with peering relationships. We believe thwo-tier-interaction represents a basic ele-
ment of the complicated system, characterizing ISPs’ hehabeyond which their economic interests
are reflected.

« We study how a peer cadhistributively determine its optimal peering strategy by solving a convex
optimization problem.

« We propose and compare two distributed algorithms, nafgortional Share Algorithn iPSA) and
Equal Share Algorithn{ESA), to help ISP provide an efficient and fair bandwidtloedition to peers.
We show that to avoid monopolization of the market is not\adtissue.

« We further explore how a transit ISP is able to utilize itsikde information toinfer an optimal
pricing strategy under which its revenue maximization camathieved.

« More importantly, we provide a fundamental understandihthe above problems in many-users-
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region, i.e., when the network scales up: whether the ISP has aewpines to perform network upgrade,
e.g., increase the backbone capacity, so as to adapt maoseamering the market? Equivalently, does
the marginal profit of an ISP keep increasing as the numbesafu — oco?

The organization of the paper is as follows. In Section II, present our mathematical model and
formulate the optimization problems for a peer and the I6Bdction Ill, we show the operating condi-
tions for a peer to obtain the maximum utility under the splecase that the traffic demand is constant.
In Section IV, we extend the optimization to a general casedative the operating conditions. In Sec-
tion V, we propose two algorithms for the ISP to distributergsource among the peers. We carry out
simulations to examine the performance of these two algostrespectively. In Section VI, we propose
a methodology on how an ISP can estimate its optimal pridirsgeggy to maximize its revenue. We also
present an example to illustrate the proposed procedui®edtion VII, we investigate whether the ISP
has an incentive to upgrade the network when one scales uquthker of peers. We provide simulation
results and show that the ISP can benefit from upgrading ttveonle independent of whether private
peering links exist or not. Section VIII presents the redaterk and Section IX concludes.

[I. The Mathematical Model

Q—@—Q ——— ISP backbone link
! ——  private peering link

3 ]
(transit) ISP

=== traffic transmission

O Peers

N

Fig. 2. A model ofn peers and one ISP. Each peer has one aggregate link to thad$i@ssiblyn — 1 private links to other
peers. Peei can communicate with pegrin two possible ways: one through the peering lipkand one through the

ISP linki;;. The traffic rate on link;; is y;; while the traffic rate on link;; is z;;.

Consider a network which is depicted in Figure 2. For claotypresentation, Table | also lists all
notations used in our mathematical model. The network stgsifn peers and one Internet Service
Provider (ISP), where a peer can be viewed as a local #88 the higher level ISP is to provide con-
nection between these peers. Peers need to communicatearithother by sending data. They can
communicate with each other either by sending traffic thihotige ISP, or by the private peering links
between themselves. In order to provide connectivity, 8 thas a communication network (in which
we abstract it as a link) that hagatal capacity ofnC (in units of bps). For each peée {1,2,...,n},
it possesses an aggregate link to the ISP and possibly private peering links connecting to the other

lUnless we state otherwise, we use the term peer to denotald$dtwhile the term ISP to denote higher level ISP, sucheasltiSP.



n: Number of peers (the local ISPs) in the communication nekwor

li; - An abstraction of the communication link between peand the ISP.

lij : The private communication link connecting pé¢o peer;.

nC : Total capacity of the ISP link.

Ci: Allocation of ISP’s link bandwidth to peer

Cij Capacity of the private link;; connecting peeito peer;.

Tij Traffic transmission rate from peéto peerj, such that;; = y;; + 2.

Wij The happiness weighting coefficient of transmitting trafifian peer: to peer;.

v The variable to map the congestion cost of a peer into monedue.

Yij Traffic transmission rate from peéto peerj going through the private link;.

Zij Traffic transmission rate from pegto peer;j going through the ISP link;.

% Aggregate traffic rate that peesends through the ISP link.

Z: Aggregate traffic rate through the ISP link from all peers.

P; : Price per unit bandwidth of the ISP link for peein this work we assum®@; = P for all i.

Dij - Price per unit bandwidth of the private peering link

i ¥i = (Yi1, Y42, - - - » Yin ) denotes the traffic rate vector for peahrough its private links.

Zi Z; = (zi1, #i2, - - - , 2in) denotes the traffic rate vector for peghrough the ISP link.
TABLE |

NOTATIONS USED TO REPRESENT THE COMMUNICATION NETWORK BETWEN PEERS AND THEISP

n — 1 peers. Since the peering links are privately owned infuastires by two parties, we use the terms
“private links and “peering links$ interchangeably in the rest of the paper. Lgtdenote the peering
link between peef and peer; and this link has a capacity ef; (in unit of bps). Note that if we set
c;; = 0, it implies that there is no peering link between péand peerj. The link connecting peer

1 and the ISP is denoted &g, and the ISP allocategd amount of bandwidth (in units of bps) for this
connection. Note that our model can be viewed as a gendrahzaf the network model in [2], in which

private peering links are not considered.

Let z;; denote the transmission rate (in unit of bfi®m peer: to peerj. In short, it is the traffic
originated from peer destined to peef. To sustain the transmission ratesf, peer: obtains a utility
of A;;(z;;) whereA,; is a strictly concave function im;;. As noted in [8], concave function is com-
monly used to represent elastic traffic, which is the domtitvaffic in the Internet. The utilityd;; (z;;)
represents the happiness of pedry sending data to pegrat a rate ofz;;. In this paper, we use a
weightedlog function as our utility function andl;;(z;;) = w;;log(1 + z;;). The weightingw,; can
be interpreted as thieappiness weighting coefficieot transmitting traffic between peeérand peer;.
Therefore, it is possible fap;; > w;;, which represents that peeprefers to communicate with pegr
than peek. Note that théog function is chosen as it leads to a proportionally fair resewllocation if

proper congestion control is used. Additionally, this typeutility function is also commonly used for



performing distributed admission control[2].

The traffic transmission rateg;, which has to be computed later, can either go through théinge;;,
or the private link/;;. We denotey;; as the traffic rate that peédecides to transmit through the private
link /;;, andz;; as the traffic rate through ISP lirik. In other words, the traffic transmission ratg is
equal to

xij:y,-j—i—zij fori,je{l,...,n}.

A particular case to note is the traffic ratg, which denotes the traffic rate from peeto destinations
other than the: — 1 peers. This type of traffic can represent data to other patieofnternet wherein
peeri has to send the data through the ISP. Since there is no sstadblprivate link to those outsiders,
peer: can only rely on the ISP link for the traffic transmission. fdfere,

yi =0 and x; = z; forie {1,... n}.

For the ease of presentation, fet= >"7_, 2;; denote the aggregate traffic rate that pesends through
the ISP link, and let = }°7_, z; denote the aggregate traffic on the ISP link fromvatieers.

To transmit data across the ISP, peers need to pay the nebwerktors for the transmission service.
The price per unit bandwidth through the ISP lipkis P;, which is determined by the ISP. Peeran
also send the traffig;; through the private link;;, and the price per unit bandwidthps;, which can be
mutually agreed upon between peéeend;. In this work, we do not consider the issues on the cost of
setting up peering links, since it is not part of the opeatinst. We assume peers can utilize existing
peer links with fixed capacities;’s. For convenience, we denoje = (yi1, ¥io, - - - , Yin) as the traffic
rate vector for peei through its private links and; = (z;, 20, - - -, 2in) @s the traffic rate vector for

peer: through the ISP link. We denofé = (Py,Pa, ..., P,) as the vector of ISP prices set on different
peers.

Besides paying the ISP for the transmission service, eaghgt&o needs to take into consideration of
the congestion costs on the links. If we assume that all liaksbe represented by an M/M/1 model as in
[2], one can take the delay on the link as its congestion atatio or cost. Rather than informing all peers
about the current transmission raten the ISP link (which can be considered as confidential médion
by a peer), ISP will do a pre-computation of our propose aligorand announce its bandwidth allocation
to peeri asC;. There is also a technical merit for this announcement wiwitlbe discussed in detail in
later sections. Under this form of setting, the congestmst D,; of a link /;;, is

L iy,

Dij -

if i = ;.
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To model the economic incentives and behaviors of all peassonsider the following optimization.
The objective of peeris to maximize the following function:

Max U; :szj log(1 + yij + 2ij) — 12,200 [Ci 1 Zi] _Pizi_zl{yijsﬁ()}[ i } = pijyi; (1)

J J#i Cig —Yij~ i

s. t. 0 S Yij S Cij for a”] §é 'L., Yii = O, Z Zij S Ci7 Zij 2 0 for all ] (2)
J

wherely,, is an indicator function which equals taf the conditionp is true, or0 otherwise. The objec-
tive function of Equation (1) represents the economic itigerior peer; to perform traffic transmission.

In here,w;; log(1 + y;; + 2;;) is the happiness of peéby sending traffic to peef. The term is the

congestion cost of peern the ISP link. The variable > 0, indicates the impact of congestion cost to
a peer and it converts the congestion cost of a peer into ragnealue. The larger the value of the
more the peers’ concern is on the congestion cost. In latiose we also show the simulation results
indicating the impact ofy on the convergence point of the traffic transmission ratesveyer, if peet

does not transmit through the ISP link, it does not bear thh@ydead and the congestion cost will be

zero. The ternP,;z; is the total payment of peéito the ISP. Similarly—_— is the congestion cost on

—
the peering link connecting peeto peerj, when the transmission rate dnis non-zero. Lastly, peer
has a payment of;;y;; to peer; for using the private link Now, the happiness, congestion cost and pay-
ment are mapped to the same monetary domain wjtland~. If the parametersy;;,v,C;, P, c¢ij, pij
are set properly, peéis happiness, congestion cost and payment can be measureshgtary units.
Meanwhile, constraints represented in Equation (2) defieeféasible region of this optimization
problem. The first are the non-negative and capacity cansdraf the peering links. The second con-
straint is due to the absence of peering links establishéeettoutsiders”. The third and fourth are the
capacity and non-negative constraints of the ISP link respdy. In summary, each peeémeeds to
determine the proper traffic rates vectgrandy; So as to maximize its aggregate utility in Equation (1).
Note that the optimization processes of different peershaténdependent. For each pegrgiven
the bandwidth allocatio@; of the ISP link, it performs an optimization and determinessdptimal
transmission rate; and bids to the ISP. After collecting the bidding informatfoom all peers, the ISP
will calculate the new bandwidth allocation according te trew biddings, as well as different resource
allocation criteria (which is to be discussed in Section Vherefore, the interaction process between
peers can be modelled asan-cooperative gams&uch that each peer offers a bid to maximize its own
utility.
Under this framework, for a given ISP price vechr (Py,Pa, ..., Py,), this defines a non-cooperative

21t is also possible for us to model the case that peand j do not charge each other for sending peering traffic, i.e.sdtfing

pij = pji = 0.
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game between thesepeers [15]. They interact with each other and determine tEimal transmis-

sion rates periodically and asynchronously. Given thetemce of an equilibrium point, the operating

point for n peers is the solution to the Nash equilibrium of this gamer é&eh price vectoP > 0,

a Nash equilibrium point for this-peers game is defined as twetuplesy* = (45,5, .., ;) and
2* = (Zf,25,...,Z), such that fomll peersi € {1,2,...,n}:

for any other feasible traffic vector = (41, v, ..., y,) andz = (21, 2, . . ., Z,) that satisfies the con-
straints defined in Equation (2).

On the other hand, the ISP is associated with a revenue meatiom problem:
Maximize P - z*(P) over P >0 4)

wherez*(P) = 3, 2;(P) is the aggregate traffic on ISP link at the Nash equilibriumbére, note that

we assume the ISP charges the same price for all peers amdish&w price discriminate. Therefore
P; = P for all 7. This equivalently defines a Stackelberg game [15] with ea€lér (ISP) and the non-
cooperative Nash followers (peers). The ISP has a first move advantage to determine tineabptice

such that its own revenue can be maximized.

[1l. Maximization by Individual Peers with traffic demand is a constant

The traffic demana;; can be viewed as an aggregate request from the customersrofgastining to
peer;j and is a constant within an operating period. Consider Alscase when peécan always obtain
a sufficientbandwidth capacity to transmit all the aggregate requestsy_; z;; < 3>, c¢;; + C;, then
the peer will transmit all the requests, while maximizirg utility at the same time. With fixed traffic
demandse;;'s, the aggregate happiness A;;(z;;) is therefore a constant. The objective function of
peeri can then be transformed as to minimize the aggregate comgesists and payments. Substitute

yi; = x5 — 2; in Equation (1), we have the following transformed optintiza:

MaxU; = K — Zl{ziﬂél’m} [4} + Zpijzij — 10y [Cz z ZZJ — Pizi

i Cij —Tij T 250 i
MinV; = Zl{ziﬂéxij}[é} — > Dpijzij + 1{zi¢0}[ ! } + Pizi (5)
oy Cij—Tij + 257 5 Ci — 2
s. L max{O,xij — Cij} < Zij < ZTij for a”] 7& 1, 2y = T, Zzij <(; (6)
J

whereK = 7, Ajj(xi;) — X pijrs; IS @ constant.
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The objective of the new optimization problem (5) is to mirEemthe aggregate congestion costs and
payments under constant traffic demands. The variableniaa®n rate vectoy; is absorbed and the
remaining variable in the new optimization problentis The constraints in Equation (6) represent the
feasible region of the ISP link transmission rates. The ioststraints give the lower and upper bounds
for z;;’'s. Whenc;; > x;;, the bandwidth in the private peering link is larger than the demand;, i.e.
private peering link capacity is sufficient for the demand an the minimum transmission rate in ISP
link z;; is zero. When;; < z;;, the bandwidth in the private peering link is insufficient fbe demand
and so part of the traffic must go through the ISP link. It makesminimum value ot;; = z;; — ¢;;.
The second constraint again is due to the absence of prieateng link to the “outsiders”. The third
constraint is the ISP link capacity constraint.

A. Distributed Solution of the Minimization Problem

In the following, we illustrate how a peer, sgycan determine its transmission rates, that isates to
other peers viathe ISP’s link, as well@srates to other peers via private peering links, so as tomiza
its cost when the bandwidth supplyssfficient Assuming that the peer knows the priPgspecified
by the ISP and the associated bandwidth allocafipone can model an individual peer’s behavior as a
convex optimization problem as defined in Equation (5). Leefitst study the necessary and boundary

conditions for a peer to minimize the cost.

Necessary conditions with positive transmission rate

Since the cosV is discontinuous at;; = z;; (i.e., transmission rate through the private peering
link /;; is zero) andz; = 0 (i.e., transmission rate through the ISP link is zero), wa fivestigate the
necessary conditions whefy # x;; andz; # 0. The optimization problem of Equation (5) has- 1
variables (withz; = x;;). The first and second order partial derivatives with respee;; andz;; for

k # j # i are:

oV; - Y

- S, S Vi _ 2y 2y 9*V; 2y
0zij  (Cij — mij + 2i5)? TG — )2

= >0, = >0.
82’% (Cij — X5 + Zij)g + (Cz — Zi)g 8zij8zik (Cz — Zi)g

+P;

This shows that the Hessian matrix of the objective functiBquation (5) is positive definite on the
non-negative space bounded by the capacity constraintsc;; < z;; < z;; andz; < C;. So the cosvV;
is strictly convex inz;; for all j # <. The minimum cost and optimizer to this problem is unique eal

be found by the Lagrangian method. The necessary conditfonsfor the minimization ofY; are:

8V2 { >0 if Zij = 0, (7)

8% =0 if Zij > 0.
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Boundary cases to Maximization problem

Z.=X_~C.. ml S
L Z™% 57%57C%

Z.=X.
]

25

15

Fig. 3. Peer’s cost against transmission ratg whenz}; = arg{ gfj = 0} is in the feasible range: (a) whey; < ¢;;, (b)

Whenxij > Cij-

Due to the discontinuity of the objective function, the resagy conditions given above may not
achieve the global minimum. In here we explore the boundasgg when the transmission rates are
zero, i.e.,z;; = z;; or z; = 0. Figures 3 and 4 show these cases. Figure 3 corresponds tashe

whenz}; = arg{a% = 0} is in the feasible range. The vertical axis shows the agteegzst); and

the horizontal axis shows the transmission rgte Figure 3(a) considers if;; < c¢;;, which implies
the private peering link capacity is adequate for the trassion demand; and Figure 3(b) considers if
xi; > ¢ij, Which implies the private peering link capacity is inadatgufor the transmission demand. In
Figure 3, the minimum point of the curve is &t whenz;; = z;. We first consider the upper bound.
Whenz;; = z;;, the transmission rate goes through the ISP link only. Timgestion cost in peering link
l;; i1s not considered and is subtracted friymso P3 rather thanP2 is the point ofV; whenz;; = z,;. We
then consider the lower bound under two cases: case i) wheq ¢;; (as in Figure 3(a)), the minimum
value ofz;; = 0. If there is az;;, > 0 for somek # j, P4 is the point whern;; = 0. But if the aggregate
traffic through the ISP link is zera:{ = 0), P5 is the point wher;; = 0. Note that the congestion cost
in the ISP link is subtracted froi; in this case; case ii) when); > ¢;; (as in Figure 3(b)), the minimum
value ofz;; = z;; — ¢;;. This is because the maximum amount of traffic through theafgipeering link

is r;;, the remaining rate;; — c;; has to go through the ISP link and the congestion cost in tRdittk
must be considered. In general, whghis in the feasible range, the optimal transmission ratetieei
zij = 0, zi5 = x5 OF 25 = 2.

Figure 4 illustrates when;; = arg{% = 0} is not in the feasible range. Figure 4(a) considers when
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=X — = Z.=X.—C. =
%576 7, %G 7,7

Fig. 4. Peeri’s cost against transmission ratg whenz;; = arg{ g;’_? = 0} is not in the feasible range: (a) when
i

255 <min{0, (zi; — ci5)}, (b) whenzf; > ;.

z; < minf0, (w4 —ci;) }. As V) is strictly convex inz;;, the minimum feasible;; = min{0, (z;; —c;;)},

is either atP4 (whenz; > 0) or at P5 (whenz; = 0). For the upper bound of;, whenz;; = z;;, the
congestion cost in the private peering link is subtractethfthe cost. This concludes that the minimum
point of V; is either wherz;; = min{0, (z;; — ¢;;)} (optimizer is eitherP4 or P5) or whenz;; = x;;
(optimizer isP3). Figure 4(b) shows the case whef > z;;. The maximum feasible;; = x;; due to
the convexity of);. For the lower bound of;;, whenz; = 0 (which impliesz;; = 0), the value of);

at P5 may be smaller than that &3. This concludes that the minimum point Bf is either P3 when

z;j = x;; of Pbwhenz;; = 0. Lastly, after the ISP link transmission ratgss are computed, the private

peering link transmission ratgs;’s can be found by);; = z;; — ;.

IV. Solution to the general case of Maximization Problem by Indridual Peers

In this section, we illustrate how a peer, saycan determine its transmission rates, whichy;jso
other peers via the ISP, as well as the transmissionjfatates to other peers via peering links, so as to
maximize its utility. Assuming that the peer knows the priespecified by the ISP and the associated
bandwidth allocatior®’;, one can model an individual peer’s behavior as a convexigsation problem
as defined in Equation (1). In this section, we investiga¢erthcessary and boundary conditions for a

peer to maximize its utility.

A. Necessary conditions with positive transmission rate

SinceU; is discontinuous aj;; = 0 (i.e., the traffic rate through the peering lihkis zero) ana; = 0
(i.e., the traffic rate through the ISP’s lidk is zero), we first investigate the necessary conditions when
yi; 7 0 andz; # 0. The optimization problem of Equation (1) h&ws — 1 variables (withy;; = 0). We
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first write down the second order partial derivatives witbpect toy;; andz;;:

82Ui . —Wij _ 2’}/ 82U1 o —Wij 2’}/ 82U1 —Wij

= <0, = — <0, = < 0.
Oy (L4wij+2i3)* (e — i) 02 (L+yy+z5)?  (Ci— ) Oyig0zi; (L4 yij + 2i5)?

j

And for k # i # j, the second order partial derivatives of Equation (1) wétbpect tay;;,, andz;;, are:

02Ui 02Ui 02Ui —2’}/
8yijayik 0 ayijazik 0 azijazik (Ci - Zi)g <0 ( )

Therefore, the Hessian matrix [1] of the objective functiorEquation (1) is negative definite on the
non-negative value bounded by, < ¢;; andz; < C;. SoU; is strictly concave iny;; and z;; for all
j. The maximum utility and optimizer to this problem is unicared can be found by the Lagrangian

method [16]. The necessary conditiong/gfandz;; for the maximization otJ; are:

B. Boundary cases

Due to the discontinuity of the objective function, the resaey conditions given above may not
achieve the global maximum. In here, we are going to explwdbundary cases when the transmission
rate tends to be zero, i.e,; = 0 or z; = 0. Figure 5 shows the illustration of an example. We plot the

utility of peer: against one particular variablg; (z;; is similar). Figure 5(a) corresponds to the case

oU;
0Yij

P, since there is no congestion cost at the private link wper- 0. Figure 5(b) corresponds to the case

when

;=0 < 0. The optimizer igy;; = 0, but the maximum utility is at poinP; rather than point

wheny;; = arg{gTUi; = 0} is positive (P in the figure). If the utilityU; at the boundary poin®, which
is less thanP;, P; is the maximum point ang;ijj is the optimizer. However, there exists a case when the
utility U; at the boundary poin®, is greater than that of poii;. Therefore P, should be the maximum
point andy;; = 0 is the optimizer.

Here we provide the physical interpretation of the two calbestrated in Figure 5(b). If the utility
U; at the boundary point i8», it indicates that when the transmission rateincreases, the increase in
happiness outweighs the increases in congestion coststaddt payment, thus achieving the maximum
utility at point P;. However, if the utilityU; at the boundary point i#, it means that when the trans-
mission rate increases, the increase in happiness carmpiecsate for the increases in congestion cost
and its payments. That is, although peéecchieves the maximum utility &, the utility is negative.
So the best strategy for pegis not to transmit data througdly at all. Note that when a peédoes not

send through any links, it gets a zero happiness, zero cboge®st and zero payment, and thus a zero
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utility. Therefore, a peer will always achieve a non-negatitility, since in the worse case, it can opt

not to transmit and leave the network (or market).

Fig. 5. Utility of peeri against one particulay;; (a) negative optimizer (b) positive optimizer.

C. Example of a Peer’s Strategy

Let us end this section with a simple example to illustrateghler’s optimization strategy. There are

three peers in the network. Each peer has two private linksecting to other peers with a homogeneous

capacityc;; = 5 and the same unit pricg; = 1. The happiness weighting coefficients for peéere

wy = 10, w2 = 5 andwy3 = 1 respectively. The mapping variable= 1. ISP allocates a capacity
C1 = 20 to peerl. The unit price for the ISP link i® = 1.

To find out the optimal rate vectors of peerwe list out the necessary conditions with positive

transmission rate:

5 1 {<0
_ - —1 “ o

1+ yi2+ 212 (5—yi12) =
1 1 {<0
_ - —1 “ o

14+ yis+ 213 (5—vi3) =
10 B 1 1 <0
1+211 (20—2’1)2 =0
5 1 <0

- 1

L+ yi2+ 212 (20— 2)2 =0
I SR

14913 + 213 (20—21)2 =

|f Y12 = 0
if Y12 >0

if y13=0
if Y13 > 0

if 211 = 0
if z11 >0

if 212 = 0
|f 219 > 0

if 213 = 0
|f 213 > 0

Solving the system of equations gives the optimal rate veaby; = {0,0} andz; = {8.8,3.9,0} and
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utility U; = 20.07. Finally we need to compare this with the utility achievedhegt boundary points as

elaborated in Figure 5(b), to make sure that the rate veotatly achieve the global optimal.

V. Distributed Resource Allocation by ISP

From an ISP’s point of view, a monopolized use of its link baitth surely reduces its customer size
and so increases the risk of the business. Moreover, in toageaximize its revenue, an ISP has to know
approximately the demand of its link bandwidth. Therefare |SP wants to have an efficient resource
allocation algorithm. Now, given the total amount of resnC (ISP’s link bandwidth), the ISP needs
to determine how to distribute this common resource to alhtipeers. In this section, we propose two

different resource allocation algorithms that can be aglbply the ISP.

ISP Peer 1 e Peeri Peern
~§§» Cn(k)
— G ]
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Fig. 6. A general framework for the ISP to obtain bidding imfiation from peers and distribute resulting informatioclba
to peers.

Before we proceed to the formal presentation of the algmistHet us illustrate the general framework
under which the ISP can interact with peers so that the ISHlégdadiscover the actual resource demands
from peers, and also peers are informed about the priciogirdtion and the available resources. Figure
6 illustrates the general framework. Initially, the ISP allpadistributes its capacity to all peers at time
t = 0. Each peei calculates its optimal traffic transmission rates basedercurrently allocated ISP
capacityC;, as well as the ISP link pricB. Then the peer reports its transmission rate (resourcesjisag
z;, back to the ISP. We refer to the feedback informatipas thebidding of peeri. The ISP receives
the biddings from peers within a period of tirfie At the end of each period, ISP recomputes the link
resource distribution and sends the new bandwidth allocétito peer:;, wherei € {1,...,n}. Based
on the new bandwidth allocation, peers calculate theimogitiransmission rates again and the process
repeats.

There are two advantages for this framework. First, all tfiermation that a peerrequires are the
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unit pricesp;;’s and capacities;;'s of its private links and the allocated link capaciy, as well as
the informed priceP. These can be seen as the private information of peéteeri; does not have
to know the bandwidth allocatiofC,, . ..,C,} and transmission rates, . . ., z,,} of all other peers,
which is considered as confidential information. On the obi@nd, when the ISP makes the bandwidth
allocation, what it requires to know are the biddir(gs, 2., . . ., z,) from all peers. The ISP may not
know the utility functions and the information about prizdinks of these peers (i.e;; andc;; for all
1,7). Secondly, the overhead of information exchange in trasméwork is small. ISP only needs to
inform each peer its allocated capacity, while each peeroeéds to reply to the ISP its bidding.

In the following, we present two resource allocation altjoris by which the ISP can determine the
appropriate capacity; for all peersi,i=1,---,n

A. Proportional Share Algorithm (PSA)

Under the Proportional Share Algorithm, ISP distributesatmainingcapacity proportionally to the
biddings of peers received within each period. Initial§fldistributes its capacity equally to every peer,
i.e.,C; = 2= = C for all i. The ISP sends this information to every peer. Upon recgithe information
from the ISP, each peer uses the algorithm proposed in &d&tito find its optimal transfer rates (i.e.,
z; for peer:) and sends it back to the ISP as a bidding for the ISP link regolAt the end of a period,
the ISP gathers all the feedback from peers. Under the P®Aithi, ISP first allocates to each peer the
amount of bandwidth equal to the peer’s biddfg\nd then the ISP distributes the remaining resource

proportionally to the biddings of the peers. Formally, weéda

CZ‘ = z; + i(nC — 5) = Z—_ZTLC
z z

The algorithm of the PSA is depicted as follows:

Proportional Share Algorithm:
1. ISP initiates””) := =€ . C to each peei.

Set countek := 0.

2. while (TRUE){
3. ISP passe@z( ) to each peei,
4, for (i=1ton){
5. Peeri computeaj‘(k) andz”(k) with the algorithm proposed in Section 1V;
and sends(k) > z(k) back to ISP;
6. i ox termnat|on of for-1oop */
7. ISP updates’ "tV = (nC) for every peet;
update counter k::k+1,
8. }/* termnation of while-Ioop */

3We argue that the aggregate rate of biddings from all pedishat exceed the ISP link capacity, if each peer strictlyfpens the
optimization problem (1). However, peers could cheat theb$ bidding a rate higher than the allocated bandwddthnd receive a higher

bandwidth allocation. Due to the lack of space, cheat ptamelis out of scope in this paper.
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When the ISP link capacity is sufficiently large to suppo# ttemand from all peers, the traffic rate
vectors of all peers and the resource biddings will convepgekly. However, if there is insufficient
amount of resource (e.g., the happiness weighting coeftgief peers are large, while the ISP link
capacity is limited) the peers with the largest happinesffictents (i.e.;;) may be able to monopolize
all the ISP capacity, leaving no capacity left for other ge@&tote that even when this monopoly occurs,
the ISP is still maximizing its profit under the PSA policy. \Mever, this outcome may not be undesirable
for the ISP since it may not want to have a single peer as itomes, or a small number of peers to

monopolize all its resource. This drawback motivates thieviang algorithm.

B. Equal share algorithm (ESA)

Under the Equal Share Algorithm, ISP distributesé@mainingcapacity equally among all peers after
satisfying their bandwidth consumption demands indichietheir biddings. Initially, ISP distributes its
capacity equally to every peer, i.€,,= C for all 7, and sends the capacity distributiGnto every peer
7. Upon receiving the information from the ISP, each peer tiseslgorithm proposed in Section IV to
find its optimal transfer rates (i.ex, for peeri) and sends the information back to the ISP as its resource
bidding. Within the following period, ISP gathers all theedacks from peers. ISP first allocates to
each peer the capacity it bids, and then the ISP distribbtessimaining resource equally to the peers.
Formally, we have:

The algorithm of the ESA is described as follows:

Equal Share Algorithm (ESA):
1. ISP initiates””) := =€ . C to each peei.

Set countek := 0.

2. while (TRUE){
3. ISP passe@z( ) to each peei,
4, for (i=1ton){
5. Peeri computeaj‘(k) andz”(k) with the algorithm proposed in Section 1V;
and sends(k) > z(k) back to ISP;
6. i o* termnat|on of for-1oop */
7. ISP updateé’f’”l) = fk) + "CTZ() for every peet;
update counter k:=k+1;
8. }/* termnation of while-Ioop */
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C. lllustration of ISP Resource Allocation

To illustrate the effectiveness and performance of the aladyorithms, we carry out two experiments
and illustrate the resource distribution under two différecenarios, namely, (a) the ISP has sufficient

capacity, and (b) the ISP has insufficient capacity.
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Fig. 7. Biddings of peer$,2 and3 under sufficient bandwidth (a) with Proportional Share Aitgon andy = 1, (b) with
Proportional Share Algorithm angd = 5, (c) with Proportional Share Algorithm and = 50, (d) with Equal Share
Algorithm andy = 1, (e) with Equal Share Algorithm and= 5, (f) with Equal Share Algorithm ang = 50.

The first experiment illustrates the case when ISP has sirificesource. There are three peers in the
network. Each peer has two private links to other peers irsyiséeem with capacity,; = 10 and a unit
pricep;; = 1. Peersl, 2 and3 have different values of happiness weighting coefficieats, = 10,
wy; = 15 andws; = 20 for j = 1,2,3. ISP provides a link with capacityC = 100 and charges a
unit price of P = 1.5. The ISP updates the distribution and sends signals to peerg one second.
Then every peer computes its own optimal transmission ratésg based on the method in section IV.
Figure 7 shows the bidding of each peer during the experinieme ISP uses PSA in Figure 7(a), (b)
and (c) and ESA in Figure 7(d), (e) and (f). The vertical axisvgs the biddings of each peer and the
horizontal axis shows the time. When the valueya$ small, peers offer the same biddings no matter
ISP uses PSA or ESA and the biddings converge within a fevo@eriBut wheny = 50, PSA results
in a monopolization of resource and ESA does not. Let us explre. Wheny increases, the peers



19

have larger concerns in the QoS (congestion cost) of the Tihkey would rather to pay more for better
transmission service and they choose to send the traffiaghrthe ISP link and so give higher biddings.
Note that the utilities of peers are actually decreasing ¢vey give higher biddings. When the value of
~ is larger enoughy = 50 here, the demands in the ISP link is larger than the suppHk,ieéSults in the

monopolization of the ISP link and pegercan only send traffic through peering links.
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Fig. 8. Biddings of peer$,2 and3 under insufficient bandwidth (a) with Proportional Shargaithm (b) with Equal Share
Algorithm.

The second experiment illustrates the case when ISP hdfigrenut resource. There are three peers in
the network. Each peer has two private links to each othéraapacity:;; = 10 and a unit price,; = 1.
Peersl, 2 and3 have different values of happiness weighting coefficients,= 100, wy; = 150 and
ws; = 200 for j = 1,2, 3. Note that in here the happiness weighting coefficients arehrfarger than in
the previous experiment, meaning that peers do have stralegees to transmit traffic. Thus keeping
the ISP link capacity at the same level leads to an insufficesource supply. ISP provides a link with
capacitynC = 100 and charges a unit price & = 1.5. The ISP updates the distribution and sends a
signal to peers every one second. Then every peer compsi@sritoptimal transmission rates routing
based on the method in section IV. Figure 8 shows the biddiegch peer during the experiment. The
ISP uses PSA in Figure 8(a), (b) and (c) and ESA in Figure &&J)and (f). The vertical axis shows

the biddings of each peer and the horizontal axis is the txise &he experiment runs fdi00 seconds
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for results in Figure 8(a), (b) and (c) agd00 seconds for results in Figure 8(d), (e) and (f). When ISP
uses the PSA policy, no matter when= 1,5 or 50, peer3 monopolizes the whole ISP link resource
and peerd and2 can only send through private links. This is because pders the largest happiness
weighting coefficient, it has the largest tolerance in catiga and bids the largest to the ISP. Under
PSA, the ISP then shifts some peés resource to peed. The congestion cost in ISP link of peér
increases and so peegives a smaller biddings and is further allocated less megourhis propagates
until peer1’s congestion cost in transmitting in ISP link is larger thenhappiness and it gives zero
bidding. The same happens to peemd finally causes the monopolization of the ISP link reseugn
peersl and2 have to shift their traffic to the private links and thus paéinally monopolizes the ISP
bandwidth. On the other hand, when ISP uses ESA, the thrae pkare the ISP link and there is no
monopolization.
Remarks: In this section, we show two algorithms for an ISP to disti@its capacity resource among
the peers. Both PSA and ESA are efficient, but PSA may resuwdtnmonopolized utilization of the
resource by a small number of peers. As a contrast, ESA caemtréhis undesirable outcome. Note
that the monopoly of the ISP resource in PSA can be prevehsedie proper upper limits on the peer’s
bandwidths are set. But since Section IV considers the maxitnaffic loading of local ISP and so we
do not enforce any upper limits here.

For all simulations, we see that the allocations from ISPladdings from peers converge. However,
the convergence point of the Nash equilibrium is not easydwgtheoretically. We formulate the allo-

cations from ISP and biddings from peers at petiad a function and the output is the new allocations

and biddings, i.e.(CY“),...,C}f“),z}”l),..,721(1t+1)) = fic\,. .., cw ;0 z{0). The domain

n oy 1t n

and range of this function is in ti®.-dimensions space @, nC]. But the function is discontinuous at

0 and so fixed point theorem may not be applicable here.

V1. ISP: Maximization of its Revenue

In this section, we investigate various approaches for &ttSmaximize its revenue. The revenue
of an ISP is the aggregate payments received fropeers for consuming the ISP’s link bandwidth.

Formally, the ISP’s revenue can be expressed as

R(P) = Y P u(P) (10)

In here,z;(P) indicates that one peer’s bandwidth consumption on theitfkHd a function of the price

P set by the ISP. It is obvious that, if the price is set too hjggers may switch their traffic to the private
links where the service is cheaper. Thus the ISP’s reverduees. On the other hand, a lower price may
attract peers to send more traffic via the ISP, however, twalprice may not ensure an increase in the



21

total revenue. These characteristics leave the door opdB8Roto search for an optimal price to ensure
the maximization of its revenue. Normally, it only makesseefor the ISP to obtain the optimal price
in a “blind search” manner. Namely, the ISP randomly propasprice to see the aggregate bandwidth
consumptiort at the equilibrium point. After finding its revenue at thisgomg level, the ISP may adjust
its price a little bit to see how it affects its total revenu&ith the feedback information the ISP can
readjusts its price. However, this type of “local searchtmoel may not ensure the global optimality and
it can be very time-consuming. So a natural question arisekere any effective approach for an ISP to
find its optimal price, assuming the ISP can estimate somessacy information about the system, e.g.,
the happiness weighting coefficients of peers (v, j), capacities and unit prices of the private links?

Instead of doing a blind search on the unit prieeo maximize the revenue, we propose an efficient
method to estimate the optimal price. This method requimpgiek estimation of the aggregate traffic
given a fixed ISP link pricéP, rather than implementing the price and waiting for an elgaim point
to reach. With the estimation af we can easily calculate ISP’s revenue for a gifgrwhich provides
a possibility for us carry out the pricing search to be introed shortly.

Before we proceed to the presentation of the pricing searthad, let us first illustrate how can an
ISP estimate its aggregate bandwidth consumption with@e @i This estimation has the following
three assumptions. First, the ISP applies the Equal Shgari&im (ESA) in resource distribution. As
is shown previously, the ESA can avoid the resource mondpply single peer. Second, the ISP takes
an indiscriminate pricing approach and charges the sanmerioé of P to all peers. Third, when the
ISP maximizes its revenue, it only considers the casg;af 0 for all ¢, j, which means all peers want

to transfer data via the ISP’s links.

A. Estimation of aggregate trafficz on ISP link

The estimate of the aggregate bandwidth consumption orgheegate biddings is complicated. To
ease the computation, we will later introduce a variahlevhich stands for the marginal increases in
congestion cost plus unit price. The purpose of the variaideghat one can relate the aggregate bidding
z in terms ofk. To find an estimate of the reven® P) with a unit priceP, ISP first estimates the value
of k. Then it can have the estimates of the peers’ aggregatengisidind its revenuR(P). Now, we
introduce the procedure for estimating the aggregate hgsdof peersg with a unit priceP.

At the equilibrium point of the peers’ biddings under ESA, have

nC —z

Ci—z = - fori e {1,...,n}. (11)
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Substituting Equation (11) into the necessary conditiarisquation (9), we obtain

Trire S Gowp T @2
s et @)
1:”Z - %+P. (14)
Let us now introduce the variabke which is
Lo (ncnivzﬂ P, (15)
so 7 — nC—\/% (16)

We have two cases to consider; > 0 andy,;; = 0. First, let us consider the case whgn > 0 for
all i # j, Equations (13), (12), and (14) become

Zij = % —1- Yijs (17)
Nal
Yij = Cij — g (18)
VK — i
wZZ
L= "1 1
w o= (19)

Note that the necessary condition gy > 0 is k > p;;. Substituting Equations (17), (18) and (19) into

Z =32, %ij, we have:

SRS R A, S I D N R

i j# i g#i i gFi

I
|

D I)DITELLES 9 JRRER @0

i j# i g#i

wherelV is the sum of all happiness weighting coefficients of peBrs< 3", > Wij).

Now, we can equate (16) and (20) and we have:
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e Wy N
nC+y > cj+n* = Nm*ZZﬁ

i i i i /f—pzj
- W ny/y n(n —1)/7
Co+n? ~ —+ +——= 21
oTn L TP T — puy ( )

whereCy = nC + ¥, > ;i Cij is the aggregate capacities in the systpm,= ﬁ > > ji Dij IS the
mean ofp;;. We have the estimate of Equation (21) if the variance of pimdes of private links is small.
Having some information of the happiness weighting coefits and capacities and unit prices of
private links, the ISP can estimate the valuecafsing Equation (21), and then estimate the aggregate
biddingsz with Equation (16) and its revenu@(P) with Equation (10).
Now, let us consider the second case whgn= 0 for all i # j, Equations (12) and (13) give a
necessary condition @f, which is

k=0 < 12 + Pij- (22)

ij

—1+Zij C

Substituting Equations (11), (13), (14) and (16) iate- 3-, >, z;;, we have:

TZ\/’_}/ Wi V_V 2
S A S )= = —
CovEp T 222G =g
w ny/Ay
C 2 = 4NV 23
nCc +n k:+ P (23)

Again, ISP can compute the value/ofvith Equation (23) with cubic formula [4], then estimates th
aggregate biddingswith Equation (16) and its revenu@(P) with Equation (10).
Remarks: We presented the procedure for an ISP to estimate the aggrégmand of traffic from its

customers and altogether its revenue, with a fixed unit mrides bandwidthP.

B. Optimal Pricing Search Method

Before going into the pricing search method, we first proddantuition of the method. When the
unit price of the ISP linKP) is small, an increase in the price only reduces the aggréigdengs of the
peersz slightly. So the ISP has an increase of revenue as the lokg idecreasing bidding is covered
by the gain in the increment of unit price. The increase oénexe vanishes when the marginal point
is reached, where the gain from increasing unit price carongdr cover the loss from the decreasing
demand.

The proposed pricing search method is divided into two pha$ke purpose of phase one is to find
a feasible range of the optimum unit price with the help ofékemation of aggregate traffic in section
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VI-A. Phase two aims at reducing the size of the feasible eamigtained in phase one by trisection
method. The method is depicted as follows:

Pricing Search Method:

1. ISP initiates a step sizeand a threshold.

2. [*Phase1:*/

3. while (1) {

4, ISP computes four unit pricd% = o, Py = 2P, P3 = 2P, andPy = 2Ps.
5. ISP computes four revenuBg P ), R(P2), R(Ps) andR(Py).
6. if (R(P3) > R(Ps))

7. break;/* go to phase 2 */

8. else

9. oc=20/* go back to phase 1 */

10. }/* termnation of while-loop of phase 1 */
11. /*Phase 2: */

12.  while (1) {

13. if (P4 —P1 < 5)

14. return Py; break;

15.  elseif(R(P2) < R(P3))
16. updateP; = Py, Py = Py andPy = L2LPs
17. else if(R(Pz2) > R(P3))
18. updateP, = Ps, Ps = P, andP, = 2itPs

19. }/* term nation of V\,hile—loop2 of phase 2 =/

Initially, ISP chooses a step sizeand a threshold. In phase one, the ISP finds four unit prices based
ono such thatP; = o, Py, = 2P, P3 = 2P, andP, = 2P;. Then it estimates the revenues at these
four prices,R(P1), R(P2), R(P3) andR(Py). If R(P3) > R(P,), it means that we have found the
feasible rangéP;, P,] and go to phase two. Otherwise Rf(Ps;) < R(P,), we updater = 20 and go
back to phase one again. The stopping criteria bases onghmption that a local optimal price is also
the global optimal price. So a decrease in the revenue whea igrincreasing notes the ending of phase

one.
Revenue against unit price Revenue agai nst unit price Revenue against unit price Revenue agai nst unit price
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Fig. 9. (a) ISP finds four unit prices and estimates the reesmt the four prices. (BR(Ps) > R(Ps), stands the end
of phase one and we go to phase two. Moreover, sRi(®,) > R(Ps), we prune out the regiofPs, P,]. (c) Update
Py = P3, P3 = P; andP, = 2175 SinceR(P2) < R(Ps3), we prune out the regiofPy, Ps]. (d) UpdateP; = Po,

'Pz = Pg and7>3 = %.
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In phase two, we aim at reducing the feasible range obtamledi phase to be within our threshold by
trisection method. We compare the two revenRé®,) andR(P;). If R(P2) < R(Ps), the optimum
unit price is in betweefiP,, P,|. This is again based on the assumption that a local optint & also
the global optimal price. So we updae = P, andP, = P3; andP; = %. If R(P2) > R(P3), the
optimum unit price is in the rangé,, P;], and we updat®, = P, P; = P, andPy = @ Phase
two ends when the size of the rang&, — P; < ¢ (the threshold). Figure 9 illustrates the procedure of
the search. In figure 9(a), ISP estimates the revenues apfmas?P;, P,, P; andP,. In figure 9(b),
R(P3) > R(P,) marks the end of phase one and enters phase tw® (&) > R(Ps), we prune out
the unfeasible regiofPs, P,]. In figure 9(c), we update the prices and find tRdP,) < R(Ps), SO we
prune out the unfeasible regidR;, P;]. Figure 9(d) shows the remaining feasible region and update
price of figure 9(c).

Remarks: We introduced a method for an ISP to quickly search for thamgdtprice in which its revenue
is maximized. This optimal pric* is only computed once and the ISP will use this pfitein all the

iterations of resource allocation.

C. lllustration of Optimal Pricing Policy

Revenue of Transit ISP against unit price

1401 —— Revenue at equilibrium

120 F \ - - Estimated revenue

Revenue R(P)

L L 3
0.8 1.6 2.4
Unit Price

Fig. 10. ISP’s revenue &qguilibriumand itsestimatedevenue with different unit price.

To illustrate the above procedure, let us consider an exyeti and show how the ISP can find the
optimal unit price to maximum its revenue. We have a netwoitk five peers. Each peer has four
peering links connecting to the other peers in the systetn eapacityc;; = 10 and a unit pricep;; =
1. Peers have different values of happiness weighting cemit, w,; = 18, wy; = 19, ws; = 20,
wy; = 21, ws; = 22 for j € {1,...,5}. The mapping variable = 1. ISP provides a link with
capacitynC = 100 and it applies the Equal Share Algorithm to compute the nesoallocation. It
then sends a signal to peers and updates the distribution @ve second. Figure 10 shows the revenue
of the ISP with different unit prices of the ISP link. The veal axis shows the actual revenue and
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estimated revenue of the ISP and the horizontal axis shaswgrtit price of the link. The actual revenue
is computed at the equilibrium point where the biddings ofhfrthe peers converge. Tlestimated
revenue is computed using the algorithm proposed in Sedtidhand Equation (21). The experiment
shows that both the proposed algorithm and equation caeattyrrestimate the optimal unit price at
P* = 1.6. In conclusion, the ISP can do an offline pricing search to tiiredoptimal value ofP* for the

maximization of revenue.

VII. Issue of Network Scaling

In this section, we seek to further explore the regime wherseate up the network, i.e., increasing
the number of peers or — oco. By studying the behaviors of ISP and peers in theny user regime
it allows us to obtain a fundamental understanding of thati@iship between ISPs at different tiers.
Firstly, we analyze how the peers’ biddings can affect theisien of ISP, i.e., the optimal price to
maximize its total revenue. Furthermore, the study alsblesaus to ask (and answer) some interesting
yet important questions, such as whether the peers havetivie¢o set up peering relationship between
themselves, and whether the service provider benefits frognading the network (i.e., upgrade the
backbone capacity) to admit new users so as to increase@sue.

Our analysis is based on the results previously obtaine@dti@& VI. Equations (21)(23) specify an
estimate of the aggregate demand on the ISP transit serlities ISP knows the following information,
e.g., an estimate of the happiness coefficients of all ppersng policies and capacities of the peering
links, then it has an opportunity to infer its optimal prigistrategy to maximize its revenue. Although
the pricing policy and peers’ capacities are generallynggrhas business confidential information which
is difficult to obtain, a rough prediction of the distribution these information can help the ISP to make
the marketing decision. Another application of Equatidig(23) is to predict how the number of peers
affects the ISP’s maximal revenue as well as its marginditprohe answer to this question gives us
an important insight into the evolution of future’s Intetné-or the completeness of presentation, the
situation we consider can be categorized into two case$iead fare no peering links between peers. b)

peers do set up peering relationships which result in a ndgséering network.

A. Network Scaling without peering links between peers

When there is no peering link between peers, peers can olylynethe ISP link to communicate
with each other. An interesting question is whether the I&®Parbitrarily monopolize the market? Or
equivalently, how high a price can the ISP charge to maxiritszerofit?

From the analysis in Section VI, we know that when there is eering link between peers, i.e.,
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y;; = 0, Equation(23) holds, which can be approximated as:

2 —
5  NwW n/~y
= 24
nC +n p + = (24)

whereinw can be estimated as the average happiness coefficient dfea.pThe necessary condition
for this equation to hold, i.e., there is no traffic transferp@ering links, ig: < - + p;;. This condition

i
satisfies when there is no peering links & 0), or the expense for transfer on peering links is too high.
Applying similar approaches we have discussed in Sectiooi can calculate the ISP’s revenue under
different values ofP andn. Figure 11 illustrates ISP’s revenue as a functioofor different numbers

of peers. Note that in this attempt we assume the ISP doepgadde the link capacity even when there

are more peers joining the network. So we ke€p= 100 for all n.
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Fig. 11. Without peering links: ISP’s revenue vB. under different network scales. ISP link capacity is kepistant:

nC = 100 (w = 10). ISP’s maximal revenue (a) increases, (b) decreases asithieer of peers increases.

Some observation is made here. Firstly, given a particdarevofn, we can always find out a unique
optimal priceP* that maximizes the ISP’s revenue, which is a verificationhef tesults presented in
Section VI. The ISP can always increase its profit by raisheggervice charge from a zero (free) level.
Note that as the charge exceeds a threshold, the ISP’s revenue starts to decredseamtually falls to
zero. In this case, no peer would choose to transmit thraoghSP link due to the high price. Another
observation made here is the impact of network scale on s [8ofit. When the scale of the network
is small, i.e.n < 20, the ISP is able to receive more revenue as more peers reguinecting service,
which is due to the increase in the service demand. HoweJeenvthe number of peers exceeds a
threshold (n=20 is a threshold in this illustration), th&¥maximal revenue tends to decrease. This

counter-intuitive fact can be explained by the constramtie limited bandwidth. Since more peers are
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competing for a fixed ISP capacity, the bandwidth allocatareach peer tends to be very limited. The
poor quality of service thus prevents them from utilizing t&P link. Worse yet, when is sufficiently
large, the ISP will not receive any revenue at all. This regeiifies again that the ISP’s policy should
adapt to the changes of the market demand.

In contrast to the case when the capacity of ISP link is keptifixve illustrate via Figure 12 when the
capacity of the ISP link increases proportionally to the bemof peers in the network. Thus ISP has a
total capacity oinC whereC' = 100 is a constant. Figure 12(a) illustrates ISP’s revenue asietifin
of its announced price, under different network scales.s Tigure shows that if the ISP upgrades its
link capacity proportionally to the number of peers, it chnagys achieve an increasing revenuenas
increases, which is a contrast to the fixed-capacity casghénithe revenue is able to increase faster
thann does. Figure 12(b) plots the relationship between ISP’smabrevenue per bandwidtP* /nC)
and the network size. As showed, the ISP’s marginal profit keeps increasing g®ws, which implies
that the ISP can benefit from upgrading its network, a goodsrfewthe service providers.
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Fig. 12. Without peering links, ISP’s revenue as the ISP @iagacity grows proportionally: (a) ISP revenue vilunder

different network sizes. (b) ISP’s maximal revenue per adth grows as more peers join the market.

B. Network scaling with peering links between peers

In the previous section, we have analyzed the relationgtipden ISP’s revenue and peers’ population
when there is no outside competition from the peers. In legdurther explore the scenarios when there
are peering links between peers, especially, traffic trésson does carry out on the peering links. The
situation occurs when peers upgrade the capacities ofrygelamnks, or offer the service at a lower price,
thus attracting more traffic to go through the peering linkfe seek to answer the following question:
does the conclusion draw in Section VII-A still hold undestbompetitive framework?
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In Section VI, we have showed that whgpy > 0, Eq. (21) holds, subjected to the condition that
k= pi;+ 1/c?j andP +n?/C? < k < w,;. By solving this equation, one can calculate the ISP’s regen
for different values ofP andn. Similarly, we first explore the case when ISP does not irseéis link
capacity even if the number of peers increases,n@.+ 100 remains a constant. And we perform the

analysis under the settings; = 10, p;; = 1,¢;; = 10 for all 4, j. Figure 13 illustrates how the number
of peersn affects ISP’s maximal revenue.

o
N
o

ISP revenue against ISP price

ISP revenue against ISP price

140
id N \
120} - - n=3 120 |~ 7 n=10 g B
N ---n=5 n=15 7 T \\
1001 N S L7
£ ) S n=10 g 100 n=20 % W
@ 4 @ n=30 " \
s 80f 7 \\ s 80f e \ .
S / \ \ 3 AN
c / \ c 1
[} / N 9] \
& 6oy J \ & 60 \ 4
2 / SR 2 |0
2 a0 / ) 2 40} (K
Al |
NN \ 1
20t 201 Z |
Vs e [
N N |
0 . . . . NN 0 . . . (ST
0 0.5 1 1.5 2 25 0 0.5 1 15 2
ISP price, P ISP price, P
(a) (b)

Fig. 13. With peering links: ISP’s revenue vBunder different network scales. ISP link capacity is keptstant:nC = 100

(w = 10). ISP’s maximal revenue (a) increases (b) decreases asithiean of peers increases.

Some observation is made here. When the competition frorpebeng links is introduced, the ISP’s
maximal revenue increases initially, but decreases rpajgislithe number of peers grows, where-= 5
is the threshold. This is becauseragcreases, the available ISP bandwidth allocated to eaghipe
decreasing when the ESA is performed. Peers have to beageadangestion cost due to the limited
bandwidth, which forces them to go through the peering liffkss fact provides an indication that ISPs
do have incentive to upgrade their network to satisfy thedasing demand for the ISP bandwidth.

Similarly, we also analyze the ISP’s benefit from increaghng link capacity. We assume that the
ISP’s link capacity grows proportionally to the number oépein the network, i.e., the ISP has a total
capacity ofnC, whereC = 100. Figure 14 illustrates the relationship between ISP’s makirevenue
and the network size. The first observation is that as the eumbpeers grows, the ISP’s maximal
revenue keeps increasing. From Figure 14(b), we can alsthaethe revenue increasing rate is faster
than that ofn. This confirms that ISP has the incentive to improve the ngtwdrastructures so as to
increase its revenue. However, when compared to the caBewpeering links, the revenue increasing
rate becomes lower as the network size increases. Esgewltnn > 200, the increase in profit per

bandwidth is very small. This is due to the fact that peersiggteering links to form a mesh-network. It
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Fig. 14. With peering links, ISP’s revenue when ISP link aayagrows proportionally: (a) ISP revenue versdsunder

different network sizes. (b) ISP’s maximal revenue growsiase peers join.

is the competition that brings down the ISP’s marginal prdifis worthwhile to mention that in practice,
it may be difficult for all peers to form a fully meshed netwarkong themselves. This may be due to the
geographical constraint that some peers are located veap&at, or may be due to the legal regulations.

Thus there are still great opportunities for ISPs to gain jpyrading the network infrastructures.

VIIl. Related Work

Let us present a brief review of some related work. There daege model of works about Internet
pricing [13], [18], [10], [11], but they are mostly about ¢amer pricing strategy, or to provide differen-
tiated service. On the other hand, our work focus on theefactior’ between the major ISP and local
ISPs. In [2], authors investigated the revenue maximinadiod scalability of a service provider. Their
work showed that there is rationale for the service providarpgrade its capacity. But their model is
different from ours in two ways. There is only one common limithe ISP and each peer considers the
congestion cost of that common link. Our model differs frdmarh in a sense that we allow a more real-
istic representation of today'’s Internet, that is, we aljmsers to have private links so as to reduce their
cost. In [17] proposed a model consisting of local and ttd8$&ts. They showed that optimal strategy of
local ISPs is to play “cooperatively” by threat. Our work falthe conditions for every peer to achieve
its maximum utility.

IX. Conclusion

In this paper, we investigate the interplay between a higbetSP and. local ISPs (which we terms
as peers). A peer has a connection to the ISP, and possibectad to other peers with some private
links. Each peer needs to determine the appropriate amduratfioc via the ISP’s link and the private
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links so as to maximize its utility and it pays the ISP on a rhbnbase. The ISP, on the other hand, needs
to perform proper resource allocation so as to avoid reeaquanopoly and to maximize its revenue. We
show the necessary and boundary conditions for the tratiowectors of a peer to obtain the maximum
utility. We present two distributed algorithms for the 1SPdio the resource allocation. Both distributed
algorithms converge quickly in case the ISP has sufficiesduece. We show how the ISP can estimate
its revenue with a unit price and we also propose a procedutgow an ISP can obtain the optimum
unit price so as to maximize its revenue. Finally, we show tha ISP can obtain a higher revenue
by upgrading its capacity when we scale up the network. Tlggsed methodology provides us a
systematic way to determine pricing and resource allooai@n when the ISP and peers interact with
each other. Itis interesting to extend this model to mwtifiPs since one has to consider the interaction
and competitions among these ISPs as well. This will be irfuture work.
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